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PART II
UNIT 1: THINKING LIKE A PSYCHOLOGIST

Module 1: How Psychologists Think
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1.3 Watching Out for Errors in Reasoning

Module 2: How Psychologists Know What They Know

2.1 The Process of Psychological Research
2.2 Research Methods Used to Describe People and Determine Relationships
2.3 Research Methods Used to Determine Cause and Effect
2.4 Statistical Procedures to Make Research Data More Meaningful
2.5 Ethics in Research

Module 3: How Psychologists Think About the Field of Psychology
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Module 4: The Science of Psychology: Tension And Conflict In A Dynamic Discipline

I wish I could:

• Go back in time and remember what it was like to be a baby.
• See inside people's memory.
• Read people's minds.
• See what other people see.

—Doug, age 6
To that, we can only add, us too. That is why we decided to study psychology.
Do you ever wonder:

• Why you can remember some important information but forget other equally important information?
• Why some people seem to love school and work, while others hate it?
• How the brain works?
• Whether parents really understand the unintelligible sounds that come out of their two year old's mouth?
• Whether you will be the same person 15, 25, or 50 years from now? And if you will be different, how you will be different?
• Why some people have satisfying relationships and others seem to jump from one bad relationship to the next?
• Why some people hate?
• Why people fall in love?
• Whether and how advertising really works?
• Whether you get enough sleep, and what happens if you do not?
• What, exactly, depression, anxiety disorders, and other psychological disorders are and why some people develop them but others do not?

Us too. That is why we decided to study psychology.

**Psychology** is defined as the science of behavior and mental processes. This is a broad definition because, as you will see in this course, psychology is a very broad discipline. The two main parts of the definition are (1) the subject matter, namely behavior and mental processes, and (2) the methods used to study them, which are the methods of science. This first unit of the book deals with the role of science in psychology, so we will have a chance to tell you about that very soon.

First, however, a brief description of the other part of the definition, behavior and mental processes, is in order. A **behavior** is any observable response in an organism, usually a person (although some psychologists study other animals). If you see two people walking down the hall together holding hands, you are observing behavior (several behaviors, actually). Likewise, a person insulting or injuring a rival is a behavior. So is answering a survey question, running to get out of the rain, eating, crying, sleeping, and so on. In short, anything a person does is a behavior and is a legitimate part of the subject matter of psychology. Behavior does not always require observation with the naked eye, by the way. As long as the response can be reliably measured, it counts as a behavior. For example, when you are nervous, your palms sweat. The sweat increases the electrical conductivity of your hand; it is called galvanic skin response, and it can be measured. Electrical activity in the brain, too, can be measured, so it counts as a behavior.

In the first part of the 20th century in the United States, psychology was almost purely the science of behavior. Modern psychologists try not to just measure behavior but also to figure out which **mental processes**, or functions within the brain, are responsible for producing the observed behavior. To give you a simple example, suppose you observe two people walking down the hall holding hands. As a casual observer, you might guess, or infer, from this behavior that they like each other. Liking cannot be observed directly but is taken to be a mental process associated with the observed behavior, holding hands. Although the concepts that psychologists use are a bit more complex, and the observations they make more careful and planned, their inferences of mental processes are basically the same thing that we do in our everyday lives.

Psychology is the subject the three authors of this textbook chose to devote our professional lives to decades ago. We chose it, in part, because the topics we were studying in our undergraduate psychology courses were so personally meaningful. Quite simply, we began to notice, and even use, the material from psychology courses in our everyday lives. That, in a nutshell, is our most important goal for this book, to highlight the relevance of psychology in your lives. This book, then, is organized around themes that we hope you will find personally meaningful. We will introduce you to the fascinating and complex world of psychology by dividing the topics that psychologists study into six themes relevant to everyday life, each one a unit of the textbook:

• Unit One. Thinking Like a Psychologist
• Unit Two. Understanding and Using Principles of Memory, Thinking, and Learning
• Unit Three. Understanding Human Nature
• Unit Four. Developing Throughout the Lifespan
• Unit Five. Getting Along in the Social World
• Unit Six. Achieving Physical and Mental Well-Being
So, the first unit of this book is “Thinking Like a Psychologist.” Why is that the first theme addressed in this book? Do psychologists really think better than other people? Perhaps. We certainly believe that psychologists have something to say about how we can better understand ourselves and others. In addition, psychology is deeply committed to scientific reasoning and critical thinking. Both of these skills will help you to evaluate research, arguments, and other claims you will encounter, in psychology and other disciplines. In short, if you begin to think like a psychologist, you will almost certainly become a more astute observer of the people and the world around you.

The unit is divided into four Modules (think of a Module as a short chapter):

Module 1, How Psychologists Think, introduces you to the role of science in psychology and describes how you should think about the psychological information you encounter in this course and elsewhere.

Module 2, How Psychologists Know What They Know, provides many details about the methods that psychologists use to learn about human behavior and mental processes. In short, it is about research design.

Module 3, How Psychologists Think About the Field of Psychology, describes how the discipline of psychology is subdivided and gives you information about career options for psychology majors.

At the end of the unit, and at the end of every unit in the book, is a special module that will look a little different from the earlier ones. The purpose of these modules is to bring together the previous material and provide additional historical and psychological context for the material you have read. These sections often contain descriptions of research related to the material in the other modules. They provide a final link between the “personally meaningful” material emphasized in the modules and the traditional organization of the field by psychologists.

Module 4, The Science of Psychology: Tension and Conflict in a Dynamic Discipline.” In addition to giving you a description of the role that conflict played in the development of scientific psychology, it offers another reason for you to think critically about the psychological information you encounter.

behavior: any observable response in an organism
mental processes: functions within the brain
psychology: the science of behavior and mental processes
Module 1: How Psychologists Think

The Unit 1 introduction that you just read lists many topics that psychologists are interested in. You may have been surprised to discover such a wide range of topics. Part of the reason people tend to have such a limited view of psychology is that their exposure to psychologists is often limited. We tend to hear only about psychologists who provide professional services for people, therapy or counseling. Of course, many people with education in psychology are involved in these activities. More, however, are devoted to other activities. In fact, the very large majority of people who have degrees in psychology (undergraduate and graduate) devote their careers to some other goal than providing therapy or counseling.

The characteristics that psychologists (individuals who have a doctorate degree in psychology) really have in common, along with anyone else who has at least a college-level exposure to the discipline, is an understanding of the essential role of science and research and an objective evaluation of ideas about human behavior and mental processes.

This module is divided into three sections. It begins by introducing you to the characteristics of a scientific discipline and explaining how they apply to psychology. The second section, acknowledging that much of what you will hear about psychology in your everyday life will come from the popular media (TV, magazines, internet, social media, and so on), gives you advice about how to begin to evaluate the psychological claims that you might come across. The final section outlines some key ways that people mentally distort the world when they fail to take a more scientific view.

• 1.1 Understanding the Science of Psychology
• 1.2 Watching Out for Errors and Biases in Reasoning
• 1.3 Thinking Like a Psychologist About Psychological Information

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 1, you should be able to remember and describe:

1. Difference between beliefs and knowledge (1.1)
2. History of how psychology came to be considered a science (1.1)
3. Five key properties of scientific observations (1.1)
4. Operational definitions (1.1)
5. Six types of reasoning errors that people typically make: statistical reasoning errors, attribution errors, overconfidence errors, hindsight bias, confirmation bias, false consensus (1.2)
6. Seven tips for evaluating psychological information (1.3)

Apply

By reading and thinking about how the concepts in Module 1 apply to real life, and practicing, you should be able to:

1. Begin thinking like a scientist in everyday life (1.1)
2. Generate simple examples of operational definitions (1.1)
3. Recognize examples of reasoning errors in your life and correct them (1.2)
4. Use the “7-tips” to evaluate psychological claims—note this is also an Evaluate goal (1.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 1, participating in classroom activities, and completing out-of-class assignments, you should be able to:

1. Determine whether a particular subject or discipline is scientific or not (1.1)
2. Outline how you would change a non-scientific observation into a scientific one (1.1)
3. Separate flawed reasoning based on overconfidence errors from solid reasoning in an individual’s argument. (1.2)
4. Articulate a set of reasons why a particular psychological claim might not be trustworthy (1.3)

1.1 Understanding the Science of Psychology

<table>
<thead>
<tr>
<th>Activate</th>
</tr>
</thead>
</table>

- Is each of the following a science or not? Chemistry. History. Biology. Psychology. Physics. What distinguishes the sciences from the non-sciences in this list? What does it mean for a discipline to be scientific?
- Why do you think people care whether or not psychology is a science? Do you care whether psychology is a science or not? Why or why not?

Every day, we attempt to achieve the same goals that psychologists do. We see someone do something, and we try to explain why. For example, imagine that you encounter your best friend in the hall outside class, and he ignores you. Very likely, you would try to explain this behavior. Did he not see you? Is he angry with you? Is something troubling him? You might not stop at the question stage, however. Most people will answer the question and have high confidence that their answer, their expiation of the behavior, is correct. Psychologists do something different, though. They replace everyday observations and explanations with scientific ones. Science is nothing more than a method of gaining knowledge about the physical world. But it is a highly valued method.

Think of what it means to know something, as opposed to just believing it. Many children in the United States grow up believing in Santa Claus, the Easter Bunny, or the Tooth Fairy. As they get older they discover the many contradictions and inconsistencies that accompany belief in these characters—for example, “How does Santa get into our house? We don’t have a fireplace.” Eventually, as they realize that the beliefs are not justified, that the characters were invented to disguise gift-giving by their parents, the children discover an inescapable fact: Believing something to be true does not make it true. We are not saying that beliefs are wrong. We are saying that in order to know something, the belief must be justified. If you are approaching a railroad crossing in your car, you would much rather know that you will beat the oncoming train than simply believe it.

So, you can think about knowledge as correct, justified belief (although philosophers argue that the concept of
knowledge is more complicated than that). Science has emerged as the most important method of providing the justification for belief, bringing it closer to knowledge. A scientist believes something to be true because it has been supported by evidence, evidence produced under tightly controlled conditions designed to allow the scientist to draw valid conclusions.

Throughout this book you will encounter many explanations of psychological phenomena. We frequently use real-life examples to illustrate these phenomena. You should always remember, however, that psychologists base their explanations not on casual everyday observation but on careful scientific research.

**science**: A set of methods intended to justify people's beliefs by producing evidence under tightly controlled conditions. A full definition of science also includes its five key properties: empirical, repeatable, self-correcting, reliant on rigorous observation, and objective.

The Importance of Science to Psychology

If you have the opportunity, take a look at some other general or introductory psychology textbooks. Many of them make a big deal out of the assertion that psychology is scientific. (If you do not have the opportunity, take our word for it; they do) You might wonder, why does it matter if psychology is scientific or not?

Think of all of the classes you have taken in high school and college. How many of them began with a statement that the discipline you were about to study is a science? Of course, many disciplines are not sciences (for example, English, history, and foreign languages). What about biology, chemistry, or physics, though? Why doesn't a chemistry textbook explain that chemistry is a science in its first chapter? The answer is probably obvious; it is because everyone knows that chemistry is a science. Aha, now we are on to something. The reason that psychology textbooks have to explain the link with science is that not everyone knows that psychology is a science (Lilienfeld, 2012). Unfortunately, that seems to include other scientists. As a consequence, psychology sometimes seems as if it is “fighting for respect” among the scientific disciplines (Stanovich, 2019).

Over the past few centuries, science has emerged as the most important and most widely respected way of discovering truths about the physical world—in other words, of turning belief into knowledge. Even in the 18th century, scientific ideals were held up as the model for many disciplines. Unfortunately, Immanuel Kant (2004/1786), an influential 18th century philosopher, had asserted that a scientific psychology was impossible. Given the respect with which scientific disciplines were treated, the implication may have been that psychology was not “good enough” to be a science.

It is interesting to note, however, that many of the scholars who were interested in psychological concepts during the 18th and 19th centuries had a scientific background. To give one quick example, Hermann von Helmholtz, who in 1852 proposed a theory of color vision that is still accepted by psychologists today, was a physicist. (sec 10.1) Also, it seemed reasonable to believe that if other complex systems—for example, the universe—could be studied scientifically, why not the human mind?

Still, when psychology emerged as a legitimate discipline, it had to struggle to establish itself as a science. One reason that the German researcher Wilhelm Wundt is credited with being the first psychologist is because he worked so hard at establishing psychology as a science throughout Europe (Hunt, 2007).
Five Key Properties of Science

It is not just the word of scientists or other authorities that gives science its special power to justify people's beliefs. Rather, it is the characteristics of scientific inquiry itself that make it so effective. It has five key properties:

- Science is empirical.
- Science is repeatable.
- Science is self-correcting.
- Science relies on rigorous observation.
- Science strives to be objective.

As you read about these properties, try to imagine ways that you can apply them to your own attempts to understand the world. You will find that with practice, you can apply a more scientific approach to your everyday thinking (and as you will see soon, that is a good thing).

Science Is Empirical

*Empirical* means "derived from experience." Simply put, science proceeds as scientists "experience" the world and make observations in it. The other kind of potential observation is an inside-the-head one, observation of one's own consciousness and thought processes. This second technique, known as *introspection*, was very important in the early history of psychology. For example, you can imagine lying on a beach and relaxing and then to report how that thought makes you feel. You might report it to be a very effective way of helping you to relax, but because you did not have to leave your own head, so to speak, your feeling is not an empirical observation.

It is probably fair to say that empirical observations are the most fundamental principle of science. These experience-based, public observations are what allow the remaining four characteristics of science to be achieved.

| **empirical**: Derived from experience. Empirical observations are the fundamental basis of science. |

Science Is Repeatable

If you were to conduct a scientific research project, you would seek to publish an article about your research in a scientific journal. One of the sections of that article is called Methods and it would lay out in great detail how you conducted your study. If future researchers want to repeat your study, all they would have to do is pick up your article and follow your methods like a recipe. This process, repeating a research study, is called *replication*.

Well, that sounds boring and useless, you might think. How do science and psychology progress if researchers spend their time repeating someone else's study? First, replication is precisely what creates the third key property of science, the capacity for self-correction (see below). Second, relatively few studies are simple repetitions of previous studies (although that is changing somewhat; see Module 4). Instead, the replication seeks to repeat some key aspects of an earlier study while introducing a new wrinkle. To give you a simple example, a replication of a study done on learning in preschool children might examine the same phenomenon in children throughout the primary grades. It could show that the way that preschool children learn also applies to children of other ages as well.
replication: The process of repeating a scientific research study. Replication applies both to methods and the results of a study.

Science Is Self-Correcting

We suggested above that replication is what allows science to be self-correcting. Let us explain. Self-correcting means, roughly, that evidence based on good research tends to accumulate, while information based on bad research tends to fade away, forgotten.

Suppose you are watching the evening news fifteen years from now. A vaguely familiar person is being interviewed about her amazing new psychological discovery. As she is describing how her research has thrown into question everything we previously thought was true about human behavior and mental processes, you suddenly realize that you know this person. She was the person who goofed off in, rarely showed up to, and most likely failed the General Psychology class you took together back in college. “No way,” you think to yourself as she describes how the practical applications of her research finding will make her a multimillionaire. “She must have made a mistake when she did her study.” Quite simply, you do not believe that she got the correct results.

As someone who understands the science of psychology, you have a way to check up on her. Find her journal article, repeat the methods, and see if you can replicate her results. If you do, your results are another point in her favor, as an independent researcher has produced additional evidence for her findings. If you get different results, you have generated an official scientific controversy. Now a third researcher has to come along and replicate the study. The new replication may agree with you, or it may agree with your rival. Then, another researcher has to come along. And so on. Over time, the evidence will start to pile up on one side. Most of the researchers will obtain results that agree with one another, and the few that do not will be forgotten.

Here are two real-life examples of this scenario. Neither is from psychology, but it is important for you to realize that scientific principles have nothing to do with the subject matter. As long as you adhere to the principles, you are a scientist.

First, in 1989, a team of scientists claimed that they had achieved something called cold fusion, a nuclear reaction previously thought to be impossible. Observers noted that the results of these experiments, if verified, could be harnessed to solve the world's energy supply problems (Energy Research Advisory Board, USDOE, 1989). Researchers across the world could not believe that this difficult problem, with such important potential for the human race, had finally been solved. Many tried to replicate these results in their own labs. The vast majority was unable to do so, and the original research was forgotten.

The second example is from biology. In 1997, a team of researchers again claimed that they had achieved what had previously been thought impossible. They were able to clone a higher mammal, a sheep; they named her Dolly. Doubting researchers across the world attempted to replicate these results, and this time, they were successful. Since the cloning of Dolly, there have been other sheep, cats, deer, dogs, horses, mules, oxen, rabbits, rats, and rhesus monkeys (NHGRI, 2017). It is now commonly accepted scientific knowledge that cloning of higher mammals is possible.

And because this is a psychology textbook, let us conclude with a more relevant example. In 1929, the electroencephalogram (EEG) was invented by Hans Berger. He placed electrodes on a person's scalp and was able to amplify and therefore measure the electrical signals coming from the brain. Skeptical researchers did not believe that Berger was actually measuring brain signals; some even produced similar looking signals from a bowl of quivering gelatin. But over the next several years, a funny thing happened. Numerous researchers were able to reproduce these EEG signals, and it was eventually accepted as genuine (Luck, 2104). Interestingly, EEG is still in use today as a key method of measuring brain activity.
Of course, it can take many years for enough evidence to accumulate on one side of a controversy in order to draw a firm conclusion. This lengthy time frame makes it very frustrating to be a consumer of scientific information. We may learn through media reports, for example, that a study found a particular diet to be safe and effective. Soon after, another study is reported in which the first study is contradicted. What is happening is that we are hearing about the individual pieces that compose the scientific controversy while it is still in progress.

Science Relies on Rigorous Observation

Earlier, we said that scientific evidence was produced under tightly controlled conditions designed to allow the scientist to draw valid conclusions. The conditions under which scientific observations are made are laid out by specific research methods. These methods are essentially the rules for making scientific observations. (see Module 2)

For example, you might be interested in discovering whether caffeine improves exam performance. To do this, you would probably select a research method called an experiment. There are entire courses that teach the details (that is, the rules) about this method and explain why it would be the method you should choose. The important point here is that scientists learn about phenomena by carefully controlling, recording, and analyzing their empirical observations.

Science Strives to Be Objective

You should be aware of two related but distinct senses of objective. First, scientists strive to be personally objective; they try to not let their personal beliefs influence their research. Second, the observations that scientists make must be objective, meaning that different observers would observe the same thing. For example, if a research participant answers a question on a survey by choosing a number on a 5-point scale, different observers would be able to agree which number was chosen.

It can be very difficult to make objective observations. Imagine sending different observers out to watch a group of children and count how many aggressive acts they commit. As you might guess, the different observers might come back with very different reports. One source of difficulty can be the personal background and beliefs of the individual observers. Perhaps one observer believes that boys are more aggressive, so he watches them more carefully than he watches girls.

Another source of difficulty when trying to make objective observations is a lack of clarity about precisely what is being observed. In order to make observations more objective, researchers use operational definitions. Operational definitions specify exactly how a concept will be measured in the research study. For example, an operational definition for aggressiveness could be a checklist of behaviors that observers might see in the children they are watching: hitting, punching, kicking another child, using profanity toward another child, directing a threat toward another child, and so on. The goal is to come up with a list of behaviors that are a reasonable reflection of aggressiveness and that different observers can consistently recognize as aggressiveness. An operational definition like this gives observers a way to know what to count as an aggressive behavior so they can compare apples to apples.

The role of peer-review in science

Scientific research uses a technique called peer review to help ensure that the features of good science are contained in any specific research project. Here is how it works. If you want to have a report of your research study published in a scientific journal, it will be reviewed by a small group (often three) of experts in the research area. These experts,
the peers, will evaluate your article, making comments about and suggestions to improve the scientific strength of the project and report. Publication decisions are based on the recommendations of the peer reviewers. As a result of peer-review, a great many articles are rejected, and nearly all others are required to make significant revisions before they can be published. Peer review, then, is the basic mechanism that we use for quality control throughout the scientific disciplines. We should point out that peer review is certainly not perfect. Low-quality studies can slip through, and high-quality studies may occasionally be rejected by a powerful but biased reviewer. It is, however, the best procedure we have available to maintaining the level of scientific rigor in published research.

**operational definition**: A definition of a concept that specifies how it will be measured in a research project.

**peer review**: the process through which prospective scientific research articles are evaluated by a group of experts in the field.

---

**Debrief:**

- Think about some non-scientific disciplines, such as history, philosophy, and humanities. Can you imagine how they might be made scientific?
- Would it be a good idea or a bad idea to make non-scientific disciplines more scientific?

---

### 1.2 Watching Out for Errors and Biases in Reasoning

**Activate**

- In your opinion, what type of people are the worst drivers? How did you form this opinion?
- Do more people in the US die from falling or from fires? How sure are you that you are correct?

Human beings, probably on a daily basis, try to accomplish the same goals as scientists. When we witness some event, rather than simply being a passive observer, we often try to explain why it happened. Specifically, in the case of psychology, we see someone engage in a behavior and then try to explain it and the mental processes underlying it. For example, if we see someone running down the hall at school and yelling, we might wonder, “Why did he do that? Is he being chased? Is he celebrating because he just finished his finals?” We would have to call this very common human activity of searching for explanations *naïve, or intuitive psychology*, however, because it takes place without the benefit of scientifically gathered evidence. Other disciplines are similar; for example, researchers have discovered that people generate their own explanations for physical phenomena without relying on formal physics principles (as you might guess, it is sometimes called naïve, or intuitive physics).
Why should we care about intuitive reasoning (about psychology and the physical world)? Well, psychologists who study reasoning and thinking have discovered an important fact about it: We make many predictable sorts of errors when we try to draw conclusions about our everyday observations without thinking scientifically. And, from our selfish perspective, it is a good thing, too. After all, if your explanations about human behavior and mental processes were all correct before you took this class, psychology educators would be out of a job. In other words, if naïve psychology were always correct, there would be no need for scientific psychology.

In the following sections, we will outline a few important biases and errors. First, however, let’s talk about what we mean by biases (we will assume you know what we mean by errors). A bias is a specific tendency, a consistent way of thinking, seeing, believing, or acting. One important source of bias is one’s personal experiences and background. So now you might realize that when we spoke earlier about scientists’ need to ignore their personal backgrounds and make objective observations, we were in fact talking about the need to move beyond their biases. We distinguish between error and bias because an error, by definition, is always wrong. A bias in some specific situations might lead to a correct conclusion. For example, professors who have a bias that students are dishonest may be very successful at identifying cheaters in their classes. This can make it very difficult for people to discover that their biases might be incorrect (see also the confirmation bias below). The key idea is that if a bias is applied consistently, eventually it will lead to an error.

So with that in mind, here are a few important types of biases and errors in reasoning:

**Statistical reasoning errors.** There are many situations in which we try to make some judgment about the frequency or likelihood of something. For example, if we see a man running down the hall at school, we might need to judge how likely it is that he is being chased or fleeing some catastrophe. This is essentially what statisticians do, but, unlike naïve psychologists, they base their conclusions about likelihood on much more data and on the laws of probability. **Statistical reasoning errors** are poor judgments about likelihoods. Largely because we do not have the time or ability to calculate probabilities in our heads, we use shortcuts when trying to judge likelihood, which leads to many important errors. (sec 6.2)

**Attribution errors.** We also tend to make errors in the types of explanations that we come up with for people’s behavior—in short, attribution errors. For example, many people are very likely to explain someone’s behavior by attributing it to internal causes—that is, something about the person’s disposition or personality. (sec 18.1) So, observing someone running through the halls yelling, we are more likely to assume that he is a rude and obnoxious person and less likely to assume that some situational factor, such as an emergency, is responsible.

**Overconfidence errors.** Making matters worse, we have a set of biases that lead us to think that we are correct more often than we actually are. Individually, each bias is quite a dangerous **overconfidence error.** Together, they combine to make us overconfident of our ability to explain and know things without relying on scientific research. And we can be very overconfident. In one study, research participants judged which of two kinds of events were more deadly (for example, do more people in the US die from fires or falls) and how likely their judgments were to be correct. When they said that there was a million to one chance against being wrong, they were actually wrong 10% of the time (Fischhoff, Slovic, & Lichtenstein, 1977). (For the record: according to the Centers for Disease Control, 38,707 people died from falls and 6,196 people died from fires in the US in 2018.) There is little doubt that people are rewarded for confidence, and even for overconfidence. For example, research participants judge that experts are more believable when the experts are more confident; interestingly, they even overestimate how often overconfident experts are correct (Price and Stone, 2003; Brodsky, Griffin, and Cramer, 2010).

So, if you see a man running down the hall, not only is there a pretty good likelihood that you will make the wrong judgment about him, there is also a pretty good likelihood that you will be nearly sure that your wrong judgment is correct. Some of the specific biases that lead to overconfidence are the hindsight bias, confirmation bias, and false consensus effect:

**Hindsight bias.** Once an event has happened, it seems to have been inevitable, and people misremember and believe that they could have predicted the event (Fischhoff, 1982; Lilienfeld, 2012). This has been called the **hindsight bias,** or the “I knew it all along” bias. For example, on many autumn Monday mornings, football fans across the US engage in what is known as “Monday morning quarterbacking.” Fans complain about the interception that the quarterback for their favorite team threw: “It was obvious that the cornerback was going to blitz; why didn’t he just throw the ball out
of bounds?” But the event was not inevitable, it could not have been predicted, and had the fans been questioned before the interception actually occurred, they would not have “known it all along.” And you need not be a sports fan to fall for the hindsight bias. One study tested participants ranging from 3 to 95 years old; the bias was common in all of the age groups (Bernstein, et al. 2011). Another demonstrated the bias among Japanese and Korean participants (Yama et al., 2010). You should realize that the hindsight bias also works powerfully to make people believe that much research is unnecessary. When told that researchers have made some discovery, many people's response is “I knew that; who needed to do research to find that out?” When people find themselves thinking, “I knew that already!” as a result of the hindsight bias, they often turn out to be overconfident about their beliefs as well.

**Confirmation bias.** We once asked a few friends what type of people are the worst drivers. The answers we received included teenage boys, people over 80, 20—something women with cell phones, moms in minivans, and older men wearing hats. Interestingly, several people were absolutely sure that they were right. Yet, it is impossible that they were all right. Only one group of drivers can be the worst. The strength of our friends' beliefs results from something called the confirmation bias (Ross and Anderson, 1982). People have a tendency to notice information that confirms what they already believe. It works this way: At some point you may have picked up the belief that older men wearing hats are the worst drivers (one friend heard it on a radio show). Now, every time you see an example that confirms that belief—for example, a 70—year—old man in a bowler straddling two lanes while driving 15 miles per hour under the speed limit—you make a mental note of it. “Oh, there is another old man in a hat. They should not be allowed to drive!” The flip side of confirmation bias is that we fail to notice information that disconfirms our belief. So, we might not pay attention to the 18—year—old who is driving the Mustang that crossed the yellow line and narrowly avoided a truck trying to pass the older man in the hat. The confirmation bias is very common in many different situations (Nickerson, 1998). For example, people suffering from insomnia may incorrectly recall that they sleep less than they actually do, in part because of the confirmation bias (Harvey and Tang, 2012). The confirmation bias is a particularly dangerous one because it often directly leads us to draw the wrong conclusion while it is simultaneously increasing our confidence in that wrong conclusion.

By the way, according to the National Highway Traffic and Safety Administration, males between 16 and 20 years old have the highest rate of involvement in automobile accidents. Females in the same age group are in second place. Sorry, there were no data on older men in hats.

**False consensus.** The famous developmental psychologist Jean Piaget proposed that young children have difficulty taking someone else's point of view; he called it egocentrism (Module 16). But the characteristics that Piaget described do not apply to children only. We can find many examples of adults who fail to take other people's point of view. **False consensus,** the tendency to overestimate the extent to which other people agree with us, is an important example of this failure (Pronin, Puccio, and Ross, 2002). In essence, we tend to think our point of view is more common than it actually is, failing to consider that other people might not see things the same way. In 2003, we asked approximately 100 General Psychology students to rate their degree of support for the U.S. war with Iraq, which was then near its peak. Then we asked them to estimate how many of their fellow students gave the same rating—that is, how many agreed with them. Ninety percent of the students believed that more people agreed with them than actually did, a very strong false consensus effect (Gray, 2003). Again, this error contributes to our overconfidence and to our belief that research is not necessary. It is all too tempting to believe that we have learned the truth about the whole world by observing ourselves and our small part of the world. Research is important because it helps us find out objectively how common or uncommon our personal beliefs may be.

<table>
<thead>
<tr>
<th><strong>attribution error:</strong></th>
<th>Mistaken conclusion that someone's behavior is a result of personality only and not any possible environmental reasons.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>confirmation bias:</strong></td>
<td>The tendency to notice and pay attention to information that confirms your prior beliefs and to ignore information that disconfirms them.</td>
</tr>
</tbody>
</table>
**false consensus**: The tendency to overestimate the degree to which other people agree with us.

**hindsight bias**: The mistaken belief that some event or explanation is something that you already knew or that you foresaw.

**naïve (or intuitive) psychology**: The search for explanations about human behavior and mental processes without the benefit of scientifically gathered evidence.

**overconfidence error**: A general tendency for people to be more confident in their judgments than they should. It results from several specific biases, including hindsight bias, confirmation bias, and false consensus.

**statistical reasoning error**: The error of judging probabilities or likelihoods without collecting sufficient data.

---

**Debrief**

- Try to think of an example from your life in which you or someone you know might have committed each of the errors described in this section: statistical reasoning error, attribution error, overconfidence error, hindsight bias, confirmation bias, false consensus.

---

### 1.3 Thinking Like a Psychologist About Psychological Information

**Activate**

- Have you ever read a self-help book? If so, did you follow the advice in the book, and did it help?
- Have you ever found yourself in a discussion in which someone says, “I read somewhere that ___,” where the blank is filled with some claim about psychology (human behavior and mental processes), such as “men and women solve problems differently” or “most people are right-brained.” How did you respond to the statement?

Unless you major in psychology, this might be the only psychology class you ever take. Even if you wind up taking one or two additional classes, your most significant lifetime exposure to psychological information will be as a casual user of the information. Even psychology majors who end up earning advanced degrees will be bombarded with psychological information from the popular media and other non-academic sources—newspaper and magazine reports, or Facebook posts that summarize some new finding, commercial websites touting some remarkable relationship-saving communication strategy, psychological claims made by “experts” on television and YouTube, claims made by friends...
and acquaintances during conversations, and so on. So whatever you may decide to do as a student of psychology, it is important that you learn how to make sense of these claims and to evaluate them.

The basic principles of scientific thinking and time-tested research methods and statistical techniques will help you sort out the good from the bad, the sense from the nonsense. This section focuses on some critical thinking skills (sec 7.1) that will help you overcome problems you will face when you are exposed to psychological information and research in everyday life. As an added bonus, many of the tips in this section can also be applied to help you evaluate media reports of claims and research from other disciplines or even advertising and political campaigns.

Often, the only way to draw valid conclusions about some claim will be for you to enlist the thinking skills that you acquire through your education in science; remember, the whole purpose of science is to provide justification for belief. So you would need to locate scientific journal articles, read them carefully, and compare the articles to one another and to the claims from the popular media.

As you might guess, this can be an enormous undertaking, one that could be a full-time career, so even psychologists with advanced degrees do not often do all of this work. How can you decide when you should go to the trouble? You should judge how important it is for you to not be misled about each individual claim. For example, if you are currently having serious difficulty in a romantic relationship, you may want to determine whether the relationship-saving claims from someone’s website are supported by scientific research before you follow the advice we know we would.

Another strategy is to use the suggestions from this section as a set of warning flags during your initial encounter with the psychological information. If the popular claims that you are evaluating do not pass the tests suggested by the following seven tips, you should be very cautious. It might be time for you to take a deep breath and begin wading through the scientific literature to find more authoritative information.

**Tip #1. Be aware of your pre-conceived ideas**

If you think about the confirmation bias from Section 1.2 for a minute, you might realize something important about it. If we go through life typically paying attention only to information that confirms what we already believe, it might be remarkably difficult to change our minds. Indeed, researchers have demonstrated that this is exactly what happens. It is called **belief perseverance**, and it is very common. People sometimes even refuse to change their minds when their beliefs are proven completely wrong (Anderson, 2008; Ross, Lepper, and Hubbard, 1975). As you might realize, the ability to critically challenge your own beliefs is one of the most important thinking skills you can develop. The reason is simple; no one is always right.

One of the greatest dangers we face when evaluating psychological claims, then, is that we tend to be very uncritical about the information that we already believe. Many people have very little interest in and devote very little effort into proving themselves wrong (Browne & Keeley, 2009). If we happen to be wrong, though, we will never find out. If your goal is to find the truth, sometimes you have to admit that your pre-conceived ideas were wrong.

**belief perseverance:** The tendency to hold onto beliefs even in the face of contradictory evidence.

**Tip #2. Who is the source?**

Although an advanced degree in psychology from a reputable university is certainly not a guarantee that a claim will be correct, the lack of such a degree can be a cause for caution. A person who makes psychological claims should
be qualified to make those claims. Dr. Laura Schlessinger, for example, is the author of several bestselling books that dispense psychological information, as well as the host of a national call-in radio advice program. She bills herself as America's #1 Relationship Talk Show Host. One problem: Her Ph.D. is in physiology (read that carefully; it didn't say psychology). Although Dr. Laura, as she calls herself, has a certificate in Marriage, Family, and Child Counseling, it is the Ph.D. that qualifies someone to refer to herself as “Dr.” It seems a bit misleading to dispense psychological information as a “Dr.” in physiology.

How about Dr. John Gray, the author of the successful Mars and Venus books? According to his website, MarsVenus.com, the original book in the series, *Men Are from Mars, Women Are from Venus*, has sold more than 15 million copies, and Dr. Gray is the “best-selling relationship author of all time.” John Gray does indeed have a Ph.D. in psychology, so he may appear qualified. His degree, however, is from Columbia Pacific University, a school that was ordered by the state of California in 1999 to cease operations because it had been granting Ph.D. degrees to people for very low-quality work. (Hamson, 1996, 2000).

Organizations can also sometimes deceive us about their true origins and purpose. Have you ever heard of the American Academy of Pediatrics? According to their website, it is a large group of pediatricians (established in 1930) with a national organization and 59 individual chapters throughout the US (and 7 in Canada). Among other activities, the Academy shares with the public medical consensus opinions about various topics intended to improve the health of children (AAP, 2020). Well, how about the American College of Pediatricians? According to their website they, too, are an organization of pediatricians (and other healthcare professionals). It was established in 2002 and now has members across the US and in other countries. (ACPEDS, 2020). If you are at a computer, please take a few minutes right now to Google ACPEDS. (Go ahead, you have time; you are almost finished with this section.) Don't go to their website, but look at some of the other results that Google gave you. Did you find the one that states that the Southern Poverty Law Center has labeled the American College of Pediatricians a hate group? Others refer to it as a fringe group of pediatricians with an obvious ideological bias. Now, keep in mind, we are not saying that this quick Google exercise has definitely unmasked this group as a fraud. But we certainly have quite a bit more to think about before we automatically accept their information.

When you are faced with the problem of trying to figure out if an individual or group is legitimate, do what fact-checkers do. Do not simply read the “About” section of a website. Do an independent investigation of the person's (or organization's) background, experience, or credentials. You don't have to hire a private detective; just do a bit of a Google search. Use Wikipedia (tell your professor we said it was ok in this case). All we are trying to do is get a sense for someone's background and whether or not they are associated with any controversies. An informal search like this will work quite well for those purposes.

**Tip # 3: What is the purpose of the information?**

This one might seem obvious, and sometimes it is. When the first thing you see on a website is a Buy Here button, you know that they want to sell you something. Sometimes it is not exactly obvious, though. A common persuasion technique is to disguise an attempt to persuade as information (Levine, 2020). For example, financial advisors who work on commission often try to sell annuities or other financial products by sponsoring free educational seminars or by publishing “informational booklets” about financial products in general. Other common hidden purposes include political agendas (see ACPEDS above for a possible example) and obtaining personal information about users for marketing purposes (cough-cough, Facebook).
Tip #4. Is it based on research?

If you learn nothing else from this course, we'd like you to learn this next point. No, wait. On second thought, there are a great many things we would like you to learn from this course. Among those, we would like to emphasize this next critically important nugget. There is only one reason you are allowed to say that something is true in psychology. And that reason is that someone did the research. Not just one someone, but lots of someones. You see, that is what it means to be a scientific discipline. We cannot rely on casual observation or opinion, even expert opinion. We must only draw conclusions when they are warranted by careful research conducted by a number of different researchers.

And this certainly applies to the psychological information to which you are exposed on a regular basis outside of the confines of this course. Consider self-help, for example. Self-help is an enormous industry. (Just for fun, we just Googled self-help; it returned 4,150,000,000 results in 0.75 seconds.) There are many excellent self-help resources. Unfortunately, however, there are also many that are, well, “not excellent.” The fact that a book has been published, for example, says only that the publisher believes that it will sell; sadly, it says nothing about the quality of the information.

How do you tell the good from the poor resources, then? The task involves several of the tips we have given in this section and more. Pay attention to the qualifications of the author. Look for signs that the author is oversimplifying (Tip #5 below) or relying on persuasion tricks (Tip #7).

Most importantly, does the resource have a good grounding in scientific research? Is there a section somewhere prominent that lists the studies cited in the resource? Are the studies from scientific psychological journals, such as The Journal of Personality and Social Psychology and Health Psychology? Is the underlying research described in the resource itself? Have the authors conducted any of the research themselves? If the answer to most or all of these research questions is no, we would be very cautious about accepting the claims in the resource.

Tip #5. Beware of oversimplifications

Descriptions of psychological concepts intended for the public must simplify (for that matter, so, too, must undergraduate textbooks). If they presented the information in as much detail as one typically finds in a scientific journal, very few people would ever pay attention, even if they could understand the information (scientific journal articles are notoriously difficult to read because they are typically written for an audience of Ph.D.-level psychologists). So simplification is acceptable, often even necessary. But oversimplification is simplification that goes too far and ends up distorting or misrepresenting the original information.

An expert can usually recognize oversimplification, but how can a non-expert? It would seem that you would need to know the complicated version of the information in order to know if it is being distorted when simplified. To help you recognize oversimplification, you should get in the habit of looking for the common clues that it is occurring. For one thing, there are very few absolutes (none, never, always) in psychology. (What if we had said there are no absolutes in psychology? Would you have believed us?) If someone tells you that something is always true, it is a good bet that they are oversimplifying.

Also, be very careful when people make sweeping generalizations that seemingly apply to everyone. These are called overgeneralizations, incorrectly concluding that some fact or research finding true of one group is automatically true of a larger or different group. For example, a headline on an internet site we first encountered a few years ago trumpeted “This Food Makes Men Aggressive,” a statement that certainly sounds like a sweeping generalization. Clicking on the link, we discovered that the title of the article was “This Food Can Make Men Aggressive,” a bit of a hedge from the headline, but still an oversimplified overgeneralization of the research, as you will see. The article cautioned readers about the potential dangers of eating soy burgers because research had discovered a link between soy and aggression. The actual research, published in the journal Hormones and Behavior, reported that monkeys that were fed a diet high in soy isoflavones (125 mg daily) were more aggressive than monkeys fed no isoflavones (Simon et al., 2004). A typical soy
burger has 7 mg of soy isoflavones (Heneman et al., 2007). So unless you are eating 18 of them per day and are as small as an average monkey, we recommend waiting before throwing away that package of soy burgers in the freezer. We call this specific kind of oversimplification the **headline effect**, distorting some research results by creating a very short headline-like summary. Keep in mind, the headline effect does not happen every time someone uses a short summary; it only comes into play when that headline-like summary distorts or hides some important aspects of the larger story.

Another clue that someone may be oversimplifying is when an explanation uses a very firm either/or approach; this type of oversimplification is called creating a **false dichotomy** or **false choice**. For example, the popular media might report that some new research has uncovered a genetic component for personality, implying that environment, therefore, has no influence on personality. In other words, personality is presented as the product of either nature or nurture. As you will learn throughout this book, though, psychological phenomena appear to be a combination of biological and environmental influences. Few things in psychology have only one cause or explanation. Any report that emphasizes one explanation to the exclusion of everything else is probably oversimplifying.

---

**headline effect**: A type of oversimplification in which some research results are distorted through the creation of a very short summary, a headline as if in a newspaper.

**false dichotomy or false choice**: A type of oversimplification in which a potential explanations are presented as a strict either/or possibility. As a result, a phenomenon is incorrectly explained as resulting from one cause to the exclusion of all others.

**overgeneralization**: A type of oversimplification in which some fact or research finding true of one small group is incorrectly generalized to a larger or different group.

**oversimplification**: Simplification that goes too far and ends up distorting or misrepresenting the original information.

---

**Tip # 6. Beware of distortions of the research process**

**Controversies**

Science is, by nature, uncertain. For very long periods of time, some theory or claim may be quite controversial, with large groups of psychologists standing on both sides of the issue. For example, at a presentation in which the speaker asked the audience—about 125 college and high school psychology instructors—whether personality was determined more by a person's genes or by the environment, the instructors split nearly 50-50. Obviously, these psychologists did not all agree.

When psychological claims are presented in the media, however, they often skip the disclaimer that not all psychologists agree with the claim, or that the results of a specific study represent a snapshot: one piece of information at one point in time. An honest and complete view acknowledges that progress in psychological knowledge is more of a back-and-forth process than a straight line and that individual results must be put into the context of all of the research that preceded it (science is self-correcting over time). (sec 1.1)

More dramatically, the media can sometimes present the opinions of a very small number of scientists (sometimes as few as one) as if they represent the existence of a legitimate scientific controversy. For example, in April 2020, during the height of the COVID-19 quarantine in the United States, two urgent care doctors, Dan Erickson and Artin Massihi, recorded a series of videos on YouTube that asserted (among other things), that the shelter-in-place orders had little to no effect on the spread of the coronavirus. Somehow, they and the millions of supporters of their videos seemed to
think that the doctors’ conclusions were more valid than the conclusions of the World Health Organization, the Center for Disease Control, and highly credentialed epidemiologists throughout the world. We like to think of this as the myth of two equal sides. Although it is true that there are usually two sides to a story, it does not mean that the two sides are equally good. Two doctors who treat patients in an urgent care facility on one side do not form an equal counterweight to the entire scientific discipline of epidemiology and the most prestigious health organizations in the world. The very strong scientific consensus is that sheltering in place led to a very substantial slowing of the spread of the virus, probably saving millions of lives by largely preventing the overloading of hospitals. In this case, as sometimes happens, supporters began to treat the doctors as if they were some kind of martyrs, shunned and censored because they dared to challenge the accepted wisdom, as if they were some modern Galileo (whom you may recall was persecuted by the establishment when he proposed that the earth revolved around the sun). But as science historian Michael Shermer (2002) has pointed out, you do not get to be Galileo simply by being shunned by establishment science; you must also be correct.

Spurious correlations

In Module 2, you will learn an important point: just because two things are associated, it does not mean that one caused the other one. Oh, what the heck. We might as well introduce you to the point here. Then we can review it in Module 2 in the context of interpreting statistics. Researchers who want to determine that there is a cause and effect relationship between two variables, have the ideal research design available to them: experiments. The experimental research design allows causal conclusions precisely because the researcher manipulates one variable and measures the other variable while holding other variables constant to rule out alternative explanation. A different type of research design is correlational, in which a researcher measures the correlation, or the association of two variables. For example, students who have higher grades in high school tend to get higher grades in college (and vice versa: low performing students in high school tend to get lower grades in college). This relationship, or association, is useful for predicting: for example, if you want to predict who will do well in college, focus first on the students who did well in high school. But, as you will see in some detail in Module 2, this does not mean that doing well in high school causes students to do well in college. Unfortunately, people sometimes make that exact sort of claim. They speak as if the association between two variables automatically means that they are causally related. For example, in 2010, a Los Angeles Times headline trumpeted, “Proximity to freeways increases autism risk, study finds,” even though the research was based on a correlation. In fact, the researchers themselves cautioned against drawing that causal conclusion but that did not stop the headline (Roan, 2010). (We hope this sounds familiar; if not, see the Headline Effect above).

Actually, it turns out that this tip really includes most of Module 2, too. Seriously. If you want to be able to evaluate claims about research, you have to know quite a bit about different research strategies, when they are appropriate, their strengths and limitations, etc. You also need to know a bit about the use and misuse of statistics. Module 2 will give you a good solid foundation to be able to recognize some of the common distortions that can occur, so the continuation of this tip really is “most of Module 2.”

Tip #7. Beware of persuasion tricks

Do you believe that advertising does not affect you? If you said yes, well, that is exactly what they want you to believe. You might think we are joking, but we are not. In 2019, Facebook earned $70 billion (with a b) from advertising (this was even after their well-publicized mishaps handling our private information became public). This is an extraordinary amount of money. How extraordinary? Stack $1 bills on top of each other. One inch of dollar bills would be about $230. Seventy billion dollar bills would be a stack that reaches over 4700 MILES in the air. And Facebook is only one company. There is a simple reason why companies earn thousands of miles of money from advertising. It works. And the less aware you are of these persuasion effects, the more you are likely to fall for them (Wegener & Petty, 1997). So, sorry to have to
do this to you, but you really should read the section on Persuasion to get a more complete understanding of how these techniques are used on (or against) us (Module 21). To get you interested, let us consider one of those techniques here: testimonials.

A **testimonial** is a report on the quality or effectiveness of some treatment, book, or product by an actual user. For example, diet ads often use testimonials to demonstrate the effectiveness of their plan. It is a persuasive technique because presumably the person giving the testimonial is someone just like you or me, an unpaid consumer who happened to be so impressed by the performance of the product that they just could not help but thank the company.

Some testimonials are clearly contrived. But even honest testimonials present a problem: Each testimonial is useful for describing the experiences of one single person only. The individual in question might not be all that typical or all that much like you. Buried in the small print, diet ads may tell you that the “results are not typical.” Just because one person lost 75 pounds by eating only the crusts of white bread, it does not mean that everyone, or even most people, will see similar benefits. In terms of the principles of science, a testimonial is not based on rigorous observations, and one person’s experience might not be repeatable (Schick and Vaughn, 1999). (See Section 1.1 above)

By the way, if you are paying close attention, you might realize that this sounds awfully similar to overgeneralization. They are assuming that just because something is true of one person, it is true of everyone else. If you did notice that, congratulations. You should probably get extra credit.

---

**testimonial**: A user’s report on the effectiveness of some treatment or product.

---

**Debrief**

Have the tips in this section led you to reconsider whether some psychological claim that you believed is true or not? If so, what was the claim, and which tips led you to doubt it?
2. Module 2: How Psychologists Know What They Know

A major goal of Module 2 is showing you some details about how psychologists use research to expand their knowledge of human behavior and thinking processes. This module explains many of the nuts-and-bolts methods of conducting psychological research. As you read about psychological phenomena throughout the book, keep in mind that the research was conducted using one of these methods, sometimes a very sophisticated version.

Module 2 is divided into five sections. A section that presents the overall process of research is followed by two sections that describe the characteristics, strengths, and limitations of the major research methods in psychology. One is about the types of scientific studies that are used to describe people and determine relationships among phenomena (case studies, surveys, and naturalistic observations); the other describes in some detail the most important type of research in psychology, the experiment, which allows us to determine cause-and-effect relationships. Another section explains the use of statistical procedures to summarize and draw conclusions about research. The module would not be complete without a discussion of why ethics are important in psychological research and how to conduct research ethically.

- 2.1 The Process of Psychological Research
- 2.2 Research Methods Used to Describe People and Determine Relationships
- 2.3 Research Methods Used to Determine Cause and Effect
- 2.4 Statistical Procedures to Make Research Data More Meaningful
- 2.6 Ethics in Research

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 2, you should be able to remember and describe:

1. Three elements in psychological research: observations, theory, hypothesis (2.1)
2. Characteristics, strengths, and limitations of descriptive and correlational research methods: case studies, surveys, naturalistic observation (2.2)
3. Variables, correlations, correlation coefficient (2.2)
4. Reasons that correlations do not imply causation (2.2)
5. Experimental method: independent and dependent variables, experimental and control groups, random assignment, extraneous variables (2.3)
6. Descriptive statistics: frequency distributions, measures of central tendency, measures of variability (2.4)
7. Inferential statistics (2.4)
8. Two basic approaches to deciding whether a research project is ethical (2.5)
9. American Psychological Association ethical guidelines for research (2.5)
Apply

By reading and thinking about how the concepts in Module 2 apply to real life, you should be able to:

1. Design and conduct a simple survey project (2.2)
2. Design and conduct a simple experiment (2.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 2, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Formulate hypotheses from scientific theories (2.1)

1. Select an appropriate research design from a set of research goals (2.2 and 2.3)
2. Explain why the conclusions drawn about a research project are warranted or unwarranted (2.2 and 2.3)
3. Identify the research method and key elements of the method from a description of a research project (2.2 and 2.3)
4. Explain why a researcher’s choice of descriptive statistics is appropriate or inappropriate (2.4)
5. Judge whether a research project is likely to be considered ethical or unethical using the basic ethical approaches and the American Psychological Association ethical guidelines (2.5)

2.1 The Process of Psychological Research

Activate

- Do you generally trust or mistrust science and research? Why?

Research is essential to science, and so it is (or should be) conducted very carefully. You will be able to recognize the basic ideas behind scientific research, however, because chances are that you have often conducted an informal kind of research.

The process often starts with some observations of a curious phenomenon. You see or hear or learn in some other way that something noteworthy is happening. For example:

Several years ago, while Piotr and his fiancee Zofia were driving around and looking for a place to eat dinner, she glanced up at a billboard and read, “Joe's Pizza.” It was, however, a sign for a car dealership owned by a man named Joe Rizza.

Once, about halfway through eating what he thought was a raisin bagel, Piotr realized that it was actually a chocolate chip bagel with no raisins at all.

Try as he might, Piotr couldn't decipher the lyrics of a song he liked. But after he read them somewhere, he could hear them clearly.

For people with an inquiring mind, the next step is to try to answer the question “Why did that happen?” A scientist
uses theories to fulfill that goal; one of the primary roles of theories is to explain observations. We also come up with informal theories (explanations) in everyday life:

- Because she was hungry, Zofia misperceived the car billboard to be consistent with what was on her mind at the time, namely food.
- Because he expected the bagel to have raisins in it, Piotr mistakenly thought that the chocolate chips were raisins.
- Seeing the words of the song written down somehow put him in a frame of mind to hear them more clearly.

The second primary role of a theory is to organize different observations. In essence, scientists use theories to propose common explanations for or important relationships between different observations. In everyday life, we also may have an insight into how different phenomena are related. In each of the everyday examples we provided here, a person’s perception of some stimulus (seeing a billboard, tasting a bagel, hearing song lyrics) is influenced by the state of mind that they are in at the time (being hungry, expecting raisins, knowing what the lyrics are from reading them). This last statement is basically a theory about perception. For now, let’s call it a theory of expectation effects in perception: If people have an expectation, they are likely to perceive some stimulus in a way that is consistent with that expectation. (sec 11.3) Please note, however, that although scientists may get their ideas for research from everyday observations, such as the examples we have been using here, they will use much more carefully controlled observations obtained during research to formulate or refine a theory.

Theories have one last important role: they allow us to make predictions about future observations. These predictions are called hypotheses, and they are used to test the theory. For example, from our theory about expectation effects, you might predict that many other kinds of perceptions would be similarly affected. This might be one hypothesis derived from the theory: Fearfulness may set up an expectation that causes a shadow on the wall to be mistakenly perceived as an intruder. If the hypothesis is verified by a well-designed research study, the theory becomes more believable. If the hypothesis is not verified, the theory may need to be modified to fit the new observation; in extreme cases, a hypothesis that is not verified can lead to a rejection of the theory.

So, to summarize, a theory is a set of statements that explain and organize separate observations and allow a researcher to make predictions, or hypotheses, about some possible future observations. Although the process may seem simple, scientific research is really a complex interplay among observations, hypotheses, and theories.

Figure 2.1: The Interplay Between Observation, Hypothesis, and Theory
Finally, a scientist need not begin the process with observations. This is particularly true for a beginning researcher, who as a graduate or undergraduate student is generally considered an apprentice. Students often begin the research process by learning about theories, often reading about them in scientific journals. Then they can generate new hypotheses from the theory and continue the process from there.

**hypothesis**: A prediction that is generated from a theory.

**observation**: Any event that is noticed or detected through the senses; observations are what scientists try to organize and explain.

**theory**: A statement or set of statements that explain and organize observations and generate hypotheses.

---

**Debrief**

- In the *introduction to this unit, we listed some questions*—essentially some observations—about human behavior and mental processes (see the “Have you ever wondered?” section). Please turn to the introduction and select two observations. For each question:
  - Try to come up with a statement that explains why the type of event from the observation happens; this is your informal theory.
  - From your theory, try to generate a hypothesis about a new observation.

---

### 2.2 Research Methods Used to Describe People and Determine Relationships

**Activate**

- Have you ever participated in a survey? What do you think the researcher was trying to discover?
- Have you ever been a subject of an observational study (that you are aware of)? What do you think a typical goal would be for a researcher who is observing people?

Research begins with a question. Driving home from work, you notice that solitary drivers seem to be driving faster than those with passengers, and you wonder if that is generally true, and if so, why? While trying to fall asleep, you decide to
count sheep and discover that it does not help you fall asleep. You wonder, “Am I typical; is counting sheep to help sleep really a myth?” Or you notice that many of your classmates obviously enjoy school, whereas others barely endure it, and you wonder what makes some people dislike school. Many of the world’s greatest researchers are driven primarily by this kind of curiosity.

To answer their questions, researchers have many different specific research methods from which to choose; a researchers’ selection of a method will depend largely on their goals. If the goal is to describe people or determine whether different characteristics of people are related, the research method chosen will probably be a case study, survey, or naturalistic observation.

Case Studies

Let’s consider the research question of why some students dislike school. One way you might try to discover what makes people dislike school is to study in depth someone who happens to dislike it. You could interview him, his teachers, his parents, and his friends; you could observe him in school and at home; and you could study his school records. This technique is a research method known as a case study, a detailed examination of an individual person, or case. It is an excellent method for describing individuals, a reasonable goal of a research project. Psychologists use case studies, obviously, when they need to learn a great deal of information about one person.

There are many situations in which case studies are used. For example, psychologists and neuroscientists might conduct a case study on a patient who has suffered a brain injury to determine the types of mental abilities that have been compromised by the injury, as well as to suggest potential treatments or therapies that might be effective.

You might discover from a case study that our individual in question dislikes school because he had a horrible first-grade teacher who used to humiliate him in front of the other students. As he grew older, he realized that he hated being told what to do, preferring to do things his own way. Making matters worse, he had a big problem with the focus on grades; he would have liked it better if he could just learn without being graded. As a result, his grades were very low, and he had to endure a lot of harassment from his parents and teachers. In their never-ending attempts to improve their son’s grades, his parents tried threatening severe punishments when he got bad grades and offering money for good grades.

Our example reveals both the strengths and limitations of case studies. When done carefully, a case study provides us with an extraordinary amount of information about our individual. Because it relies on many specific techniques, the case study is the best method to gather this information.

Ordinarily when we do research, however, we want to know about more than a single person. In short, we would like to be able to draw conclusions about a larger group of people. In this particular case, we would like to be able to say something about people who dislike school in general. Unfortunately, however, when we use the case study method, we cannot do that. When we examine a single case, we never know whether we have picked an unusual case. For example, it is likely that many students who dislike school never had a first-grade teacher who humiliated students. Many other students dislike school even though they get good grades. In short, we have no idea how general our individual issues and experiences about school are. We need some kind of method that will allow us to draw conclusions about people in general.

**case study**: A research method in which a researcher examines an individual in great detail.
Surveys

Perhaps if you asked a large group of people about their attitudes toward and experiences in school, you might be able to draw conclusions about people in general. For example, you could take the ideas generated from your case study and formulate them as questions to ask a large group of people: Did you ever have a teacher who humiliated you? Do you like or dislike being told what to do? And so on. This is the basic idea behind a survey: a researcher asks questions, and a group of participants respond.

There are very many details and options to be filled in, of course. For example, the questions may be asked in person, on paper, by telephone, or by computer. The questions may be open-ended, in which the participants are free to answer with any response they want, or closed-ended, in which a set of alternatives or a rating scale is provided for the participants.

Surveys serve a great many purposes for researchers. Generally, they are used to measure peoples' attitudes, opinions, and behavior and to obtain demographic information (for example, gender, age, household income). Surveys' greatest strength is efficiency. In order to draw conclusions about a group of people, it is not necessary to survey all of them. In fact, if a survey is done correctly, a very small sample of people within that group will suffice. For example, the Gallup Organization (one of the most well-respected survey companies) maintains a survey product called World Poll in which they represent 95% of the World's population by surveying 1000 – 2000 respondents per country (for most countries).

There is one key limitation that is inherent to the survey method itself. People might lie. There is really no way around that. Researchers can insert questions designed to detect dishonesty in participants, but those questions can sometimes be pretty obvious. Two other problems with surveys are technically not limitations of the method, but they may just as well be because they are so common. Basically, people seem to misinterpret the simplicity of the basic survey concept to mean that surveys are simple to conduct. They are not. Researchers can fall into two major traps: They can ask the questions the wrong way, and they can ask the wrong people.

**survey**: A research method in which a researcher asks questions to a sample of individuals.

**Question Wording.**

Surveys are intended to measure relatively stable, sometimes permanent, characteristics of people. Unfortunately, however, people's responses to survey questions can vary dramatically as a consequence of the way questions are worded. Biases due to question wording effects are quite common. Research has demonstrated their influence for many types of questions, including those measuring self-esteem (Dunbar et al. 2000), political party identification (Abramson and Ostrom, 1994), public support for a woman's right to abortion (Adamek, 1994), and even respondents' race (Kirnan, Bragge, and Brecher, 2001).

Question wording effects frequently occur without the researcher's awareness of the problem. Even worse, if a researcher is dishonest, they can easily come up with biased questions to elicit a desired response.

**Sampling.**

In order to be able to draw conclusions about a large population from a relatively group of respondents, the sample used in a survey must be a representative sample of the population from which it is drawn—that is, it must resemble the population in all important respects. For example, if a population of college students has 25% each of freshmen,
sophomores, juniors, and seniors, so should the sample. The simplest way to ensure a representative sample is to use random sampling, in which every member of the population has an equal chance of being a participant in the survey. Getting a representative sample is easier said than done, however, and it is difficult to accomplish even when professional survey companies are conducting the research. A great deal of surveying is still done by phone, and people are increasingly screening their calls and rejecting ones from unrecognized numbers. One company (ZipWhip) recently reported that in their research (no word on if it was a representative sample), nearly 90% of consumers reported recently rejecting calls from unknown numbers. Although there is some research that suggests that caller ID information indicating a call is coming from a legitimate organization can increase response rates for some people (Callegaro et al., 2010), that still means that the sample might not be representative. Other difficulties commonly arise as well. Researchers often make several attempts to contact people who did not answer the first time a call was placed. Eventually, however, they will be forced to give up on some. Finally, just because the researcher gets the person on the phone it does not mean the survey will be completed. Many people decline to participate, often believing that the call is not a legitimate survey but a telemarketing call. The result is a sample that may very well be unrepresentative of the overall population. And this is when the survey is being conducted by a high-quality, honest, professional survey company.

What if the organization conducting the survey is not being so careful? As you might guess, it is very easy to create an unrepresentative sample. For example, instead of telephoning people randomly, a researcher can purchase from a list broker a list of phone numbers for people who subscribe to a particular magazine or donate to a particular cause. In many other cases, surveys are based on what are called convenience samples, groups of people who are easily available to the researcher. For example, the researcher can go to a train station and approach people waiting for the morning train. Although convenient, this sample should not be considered representative of the adult US population. At least the researcher is maintaining some control over the sampling process by approaching potential participants. If a researcher who is using a convenience sample is careful and exercises good judgment, the resulting sample can be representative. For example, the researcher can approach individuals in several different locations and at several different times to try to capture a more representative sample.

When researchers rely on self-selected samples, however, there is no confidence at all that the sample is representative. A self-selected sample is one for which the researcher makes no attempt to control who is in the sample; inclusion in the sample requires the effort of the participants only (the participants “self-select” into the sample rather than being specifically asked to participate). For example, a survey is published in a magazine and all readers are invited to respond. Typically, very few choose to do so; those who do respond usually are more interested than most people in the topic and usually have very strong and often extreme opinions (that is probably why they responded). The opinions of these few people are often unrepresentative of the opinions of the rest of the readers.

Biased samples are an extremely common and serious flaw in a great deal of survey research. Be very cautious about accepting the results of a survey unless you know that an effort was made to obtain a representative sample.

| convenience sample: A sample in which the researcher selects participants who are easy or convenient to find. |
| random sample: A sample for which every member of the population has an equal chance of being selected. |
| representative sample: A sample that resembles the population from which it is drawn. |
| self-selected sample: A sample for which the participants themselves are completely free to choose to participate. The researcher makes no attempt to control the sample or assure that it is representative. |
Naturalistic Observations

Suppose you conduct a survey of a representative sample of students at your school, and you discover that students who dislike school tend to report that their instructors have unfair grading policies, often evaluating students on work that they were not aware was required. Then, thinking there might be more to the phenomenon than the survey indicates, you decide to follow your representative sample throughout the semester. By hanging around with students before, between, and after classes, you discover that the students who reported that their instructors were unfair often skipped most of their classes, including the first day when the requirements were given to students. You have just discovered the advantage of our third research method, naturalistic observation, over surveys. The researcher simply observes behavior without interfering with it at all. The goal is to try to capture the behavior as it naturally occurs.

The greatest strength of naturalistic observation is that behavior does not lie. As we indicated above, people responding to surveys sometimes do (or even if they do not lie, they are sometimes mistaken). For example, one naturalistic observation found that users of a self-serve copy machine at a university underreported the number of copies that they made (Goldstone & Chin, 1993). Imagine if the researchers had conducted a survey instead, asking people if they always reported the correct number of copies on the copy machine. Many of the people they surveyed would deny ever misreporting the number of copies. Although there are some survey procedures that make it more likely that respondents will be honest, you can never be sure. With naturalistic observation, you can be sure; behavior does not lie.

On the other hand, although behavior does not lie, it can be difficult to interpret. This is probably the greatest limitation of naturalistic observation. It can be extremely difficult to make objective observations, especially when the behavior being scrutinized is complex. For example, asking observers to count the number of aggressive acts committed by a group of children is difficult. For one thing, what counts as an aggressive act? This is a realistic example of the challenge facing researchers trying to conduct a naturalistic observation.

**naturalistic observation:** A research method in which a researcher observes participants in their natural environment, without their knowledge and without interfering in the behavior in any way.

---

Correlation Coefficients: Representing Relationships

So far, we have discussed one major goal of case studies, surveys, and naturalistic observations: to describe characteristics of people, such as their behaviors, attitudes, opinions, and demographic information. All of these characteristics are called variables. A **variable** is a characteristic that can take on different values for different members in a group—for example, gender is a variable, and male, female, and non-binary are three different possible values of that variable. Other variables are numerical; for example, a variable could be how much a respondent likes school rated on a 5-point scale, and the five individual ratings that can be given are the different values. When we conduct research for the purposes of describing individuals or groups, we call it **descriptive research.**

Surveys and naturalistic observations can be used in **correlational research,** in which the goal is to discover relationships between variables, or **correlations.** For example, you might discover through a survey that students who give high ratings on the “liking school” question attend class more frequently than those who give low ratings. Another example: a survey conducted by an advertising agency several years ago found a correlation between golf watching and car buying: people who watch a lot of golf on television tend to buy more cars than those who do not watch much golf.
When both variables are numerical, a statistic called the **correlation coefficient** can be used to measure the direction and strength of the relationship between them.

First, the direction: A relationship, or correlation, can be positive or negative. A positive correlation is one in which high scores on one variable are associated with high scores on the other and low scores on one variable are associated with low scores on the other. For example, many faculty members have observed (no surprise) a positive correlation between the number of hours a student reports studying during the week prior to an exam and the student's grade on the exam. High scores on studying (that is, a large number of hours studied) are associated with higher grades, and low scores on studying are associated with lower grades. On the other hand, faculty members have discovered a negative correlation between the number of times a student is absent from class and the student's final grade in the class. A negative correlation, then, is one in which high scores on one variable (absences from class) are associated with low scores on the other (final grades). In a correlation coefficient, the direction of the relationship is indicated by the sign of the number: + for a positive relationship, – for a negative relationship.

Second, the strength, or size, of the relationship: It is given by the number itself. The strongest correlation will have a correlation coefficient of +1.0 or –1.0, meaning that the two variables are perfectly correlated. The closer the coefficient gets to zero, or the farther away from +1.0 or –1.0, the weaker the relationship. A correlation coefficient of 0 indicates that the two variables are unrelated.

To summarize:

- A correlation coefficient measures the direction and strength of the relationship between two numerical variables.
- It can take on a value between –1.0 and +1.0.
- The sign of the correlation coefficient indicates the direction of the relationship.
- The number itself indicates the strength of the relationship; closer to –1.0 or 1.0 indicates stronger relationships, closer to 0 indicates weaker relationships.

**correlation:** A relationship between two variables.

**correlation coefficient:** A statistic that measures the direction and strength of a relationship between two numerical variables. The sign of the correlation coefficient indicates the direction, and the number itself indicates the strength of the relationship.

**correlational research:** Research conducted with the goal to discover relationships or associations between variables.

**descriptive research:** Research conducted with the goal to describe characteristics of individuals or groups.

**variable:** A general characteristic of an individual that can take on a number of specific values.

---

**Caution: Correlation Is Not Explanation**

When two variables are related to each other, you can use one to predict the other. For example (assuming the relationship we suggested above is true), if you know how often a student comes to class, you can predict how much they like school. If you know how much golf someone watches on TV, you can predict how likely they are to buy a new car. The stronger the relationship is (the closer to +1 or -1 the correlation coefficient is), the more accurate your prediction will be.

Obviously, the prediction is important, and sometimes it is all a researcher wants to know. For example, it may
be enough for a marketing researcher to know that golf watchers buy more cars. Armed with this knowledge, a car company can take advantage by advertising during televised golf tournaments. More commonly, however, researchers want to know whether one variable causes another. For example, if we determine that class attendance and liking school are positively correlated, we can certainly predict who will and will not like school from their attendance patterns. Ultimately, though, we want to know what causes people to like or dislike school, so we can try to help some students like it better.

Unfortunately, however, you cannot draw a causal conclusion about two variables simply because they are correlated. In other words, a relationship between two variables does not necessarily mean that one of them causes the other. We hope this information sounds familiar because it is a follow-up to Tip #6 from Module 1, the one about spurious correlations. Let us explain now why it is a mistake to assume that correlation implies causation. There are two problems with trying to infer a causal relationship from a correlation:

**Directionality problem.**

As the name of this problem implies, a correlation cannot indicate whether variable A causes variable B or variable B causes variable A. For example, attending class frequently might cause students to like school more. Or it could be the other way around: Liking school causes students to attend class more frequently. So the two variables might be causally related, but we do not know the direction.

**Third variable problem.**

Perhaps some third variable causes the effect that you are interested in. For example, perhaps the frequency of attending class and liking school are not causally linked at all. Rather, there may be some third variable, or factor, that causes (or is related to) both of them. Perhaps it is something like student engagement. If students are engaged and involved in school, it will cause them to attend class frequently and to like school. Or, consider the golf and car buying relationship. It seems silly to think that watching golf causes people to buy cars. Rather, there is some third variable, in this case probably income, that causes people to buy more cars. Income also happens to be related to golf watching.

Remember the phrase that researchers use to remind themselves not to misinterpret correlations: Correlation does not imply causation.

Keep in mind, though, that the two variables in question might indeed be causally related. For example, many faculty members certainly believe that spending a lot of hours studying for an exam will cause you to get a better grade. All we have said is that the research methods we have discussed so far can only reveal correlations; they do not allow you to draw the causal conclusion you might seek. For that you need experiments. (sec 2.3)

**Debrief**

- Try to think of examples you have encountered of someone making the mistake of generalizing to a group of people from a single case.
- Try to think of examples you have encountered of someone making the mistake of drawing a causal conclusion from a correlation (even if it was not part of a research study).
2.3 Research Methods Used to Determine Cause and Effect

Case studies, naturalistic observations, and surveys, although they are useful for describing phenomena and relationships between variables, may leave us wanting to know more. It may not be enough to know that two variables are related; we often want to know why they are related. Specifically, does one of them cause the other? For example, does playing violent video games cause aggression? Does high self-esteem cause happiness? In order to be able to draw a conclusion that one thing causes another, researchers turn to experiments as the method of choice.

Experiments

The term experiment has a technical meaning that is very different from the way it is used in everyday conversation. When people say that they are going to try an experiment, they mean that they are going to try out some new plan, just to see if it will work. To a researcher, an experiment is a far more precise concept.

The basic idea behind experiments, as researchers use the term, is quite simple. There are two main principles:

- If you think one event is a cause and another its effect, you simply manipulate, or change, the cause and check what happens to the effect.
- If you can rule out alternative reasons that the effect might have changed, you may conclude that the first event was indeed the cause.

Although the basic idea of experiments is simple, there are several important elements that make experiments a bit complicated.

**experiment**: A research method in which the researcher manipulates a supposed cause and measures the supposed effect. It is the research method that allows one to conclude that one variable causes another one.

**Manipulate the Cause and Measure the Effect.**

Now for an example so that you can see how these basic principles apply to an actual experiment.

Throughout this module, we have presented several ideas about why students might dislike school, based on potential case studies, surveys, or naturalistic observations. Of course, this is a very complex question, one with multiple answers.
An individual experiment cannot examine every possible factor involved in a phenomenon, so a researcher should “divide and conquer.” (sec window 4) You should focus on a particular part of the problem, leaving other research questions for another day or another researcher. For example, you might narrow your focus on the ways that parents and teachers try to get children to complete their schoolwork.

Now it is time to move to the experiment. It seems rather unethical to purposely create children who dislike school (besides, it sometimes seems that we do a good enough job accidentally). Instead, researchers have come up with a research scenario that realistically mimics the effects we are interested in without causing any serious lasting damage. One specific experiment was conducted by Mark Lepper, David Greene, and Richard Nisbett (1973); instead of trying to cause children to dislike school, they tried to get them to dislike coloring. Lepper, Greene, and Nisbett proposed that controlling the children by providing rewards for an activity will cause them to dislike the activity—in other words, this was their hypothesis. (sec 2.1) To test this hypothesis, the researchers manipulated the cause (providing rewards) and checked whether the effect (liking coloring) changed.

The supposed cause is called the independent variable. It is the variable that was manipulated, or changed by the researchers. They had two groups of children: One was given a reward for coloring, and one was not; these are the two levels of the independent variable. The experimental group, the one the researchers were interested in exploring, was the group of children who got the reward. The control group—in this experiment, the group who did not get a reward for coloring—is a baseline group to which the experimental group can be compared.

The researchers predicted that the independent variable would influence how much the children like coloring. Liking coloring is the dependent variable—the supposed effect, or what the researcher measures. (To help you remember it, remind yourself that the dependent variable depends on the independent variable.) The researchers needed a measure of how much the children liked to color. In many cases, a survey can be used as a dependent variable—for example, simply ask the children how much they like to color. Because the children in this experiment were quite young, however, a survey seemed a rather poor choice. Instead, the researchers simply timed how long the children chose to color during a later free-play period.

![Figure 2.3: Experimental Set-up](image-url)
**control group:** The group to which the experimental group is compared.

**dependent variable:** The supposed effect. This is what the researcher measures.

**experimental group:** The group in which the researcher is interested.

**independent variable:** The supposed cause. This is what the researcher manipulates.

---

**Rule Out Alternative Explanations.**

So, the first principle of experiments is to manipulate the cause (independent variable) and measure the effect (dependent variable). In order to conclude that the manipulation is what caused any observed effect, the researcher must also apply the second principle of experiments and be able to rule out alternative explanations. The two main types of alternative explanations are:

- The two groups were not the same at the beginning of the experiment.
- The two groups were treated differently during the experiment.

Think about the first alternative explanation. If one group already liked coloring more than the other at the beginning of the experiment, a difference at the end could reflect this preexisting difference, not any effect of the reward. In order to ensure that the two groups are equal beforehand, the researcher can use **random assignment** to groups. By simply randomly assigning children in the experiment to be in the control and experimental groups, the researchers are reasonably assured that the two groups will be equal in terms of how much they like coloring to begin with, how long their attention spans are, how much they like other activities—any variable that might be of interest. Although a very simple technique, random assignment is quite effective, as long as the groups have at least 20 members each (and even more effective when the groups are larger; Hsu, 1989).

Now think about the second alternative explanation. The two groups must be treated the same throughout the experiment so that the only difference between them is that one gets the reward and one does not. For example, suppose the group that got the reward used a different set of coloring books, one that had unappealing characters in it. If they later disliked coloring it might be because of the reward or it might be because of the bad coloring books. There is no way of knowing for sure because the coloring book used was an **extraneous variable** or **confounding variable**, one that varies along with the independent variable (everyone who was in the experimental group got the bad coloring book, while everyone in the control group got the good coloring book). The researcher must make every effort to control these extraneous variables, ensuring that the different groups are treated the same (except for the independent variable, of course). Whatever is done to one group must be done to the other.

Good researchers exert strong control over the experimental situation—they manipulate only the suspected cause, assign participants to groups randomly, and treat the groups identically by controlling extraneous or confounding variables. As a consequence, they can conclude that the variables they are examining are indeed cause and effect with a high level of confidence.

---

**confounding variable or extraneous variable:** A variable that varies along with the independent variable.
If confounding variables are not controlled, the researcher cannot conclude with confidence that any change in the dependent variable was caused by the independent variable. Same as extraneous variable.

**random assignment**: The division of participants into experimental and control groups so that each person has an equal chance of being in either group. It ensures that the two groups are equivalent. (Do not confuse random assignment with random selection, which applies to a person's inclusion in a sample.) (sec 2.2)

There are three important confounding variables or extraneous variables that you want to make sure that the experimenter accounted for. First is the possibility of a **placebo effect**, which is a situation in which research participants' expectations or beliefs alone can lead to a change in the dependent variable. For example, suppose you are testing whether Omega-3 fatty acid supplements can improve memory. You randomly divide your participants into two groups: your experimental group gets Omega-3 supplements and the control group gets nothing. Then, you test their memory. It turns out that the simple belief that the supplement can improve memory might do just that, and that is what the placebo effect is. You should realize that it is a confound because everyone in the experimental group knows that they have the Omega-3 and no one in the control group does.

The second issue is closely related to the placebo effect; it is called **participant demand**. It begins with two happy truths. First, participants are not passive lumps in research projects. Rather, they often actively try to think about, to figure out the purpose of the study they are involved in. Second, very few people are jerks. So once a participant thinks they have the study figured out, they try to produce the behavior expected of them. In the case of the Omega-3 study, they might assume the pills are supposed to improve their memory, try harder, and therefore improve their memory.

Note, in both placebo effect and participant demand, there is nothing about the Omega-3 itself that is improving memory, it is the participants' expectations and beliefs. A third issue comes from the experimenters' expectations and beliefs, so it is called **experimenter expectations**. If the experimenters strongly believe that Omega-3 will improve memory, they might subtly influence the participants to help them improve their memory, for example, by being extra encouraging with the experimental group.

Perhaps you noticed something about all three of these issues. It is the knowledge about who is in the experimental group and who is in the control group that is at the root of the problem. If we fix that, we fix the problem. The **double-blind procedure** fixes the problem. Double-blind means that both the experimenters and the participants do not know who is in the experimental group and who is in the control group (in other words, they are both blind to the conditions). As long as the experimenter creates a control group that seems equivalent to the experimental group, these three confounds are controlled. Keep in mind, this often means creating a placebo condition for the control group—a condition that looks just like the experimental condition but without the essential part of the independent variable. You can see this most clearly in the case of an experiment with some sort of pill. The placebo would be a pill that looks and tastes exactly like the Omega-3 pill but has no Omega-3 in it.

**double-blind procedure**: an experimental research design in which both the experimenters and the participants do not know who is in the experimental group and who is in the control group.

**experimenter expectations**: a situation in which experimenters can subtly influence the outcome of an experiment because of their expectations.
participant demand: a situation in which research participants try to produce the behavior that they think is expected of them.

placebo effect: a situation in which research participants’ expectations or beliefs alone can lead to a change in the dependent variable

Complex Experiments and External Validity

So far, we have described a situation in which researchers caused children to dislike coloring and suggested that we can use that result to draw conclusions about why some students dislike school. A researcher must be cautious about generalizing from one experiment to other situations. External validity refers to the extent to which the experimental situation can be generalized to other situations, particularly to the real world.

One way to increase external validity is to repeat (replicate) the experiment in a number of different situations. For example, researchers can demonstrate the effects of providing rewards on liking for other activities, such as other games or sports. The more situations in which we can observe the phenomenon, the greater confidence we can have when we try to generalize it to an untested situation.

A second way that researchers can make their experiments more realistic (thus increasing external validity) is by making them more complicated. For example, instead of simply offering a reward versus no reward, the researcher can offer different levels of reward. In the original Lepper, Greene, and Nisbett experiment, there were actually three levels of the independent variable: Some children were given an expected reward, some were given an unexpected reward, and the rest were given no reward. Essentially, there were two experimental groups (the two reward groups) and one control group. Also, a researcher can introduce a second independent variable and manipulate both independent variables simultaneously. For example, a researcher might add an independent variable for “type of reward,” and possible levels could be “money” and “candy.” Experiments with more than one independent variable are called complex experiments, and they are sometimes more desirable than simple experiments because in real life the world also typically changes across multiple dimensions at the same time.

By the way, a researcher is not limited to two independent variables. It is possible to design experiments with several independent variables, each with several levels. But you should realize that the more complex the design, the more difficult it can be to interpret the results. Researchers often limit themselves to three or fewer independent variables per experiment.

complex experiment: An experiment in which a researcher simultaneously manipulates two or more independent variables.

external validity: The degree to which the results of an experiment can be generalized to the outside world.
What if you Cannot Do an Experiment? What Then?

You now realize that if your goal is to conclude about cause and effect, you should try to do an experiment. There are many situations in which an experiment is impossible or impractical, however. For example, suppose you are interested in the effects of physical punishment (i.e., spanking) on children's behavior. A proper experiment would require you to take a large group of parents and randomly assign them to spank and no-spank groups. What if some parents do not want to spank their children? In fact, in many countries around the world, corporal punishment, including parents spanking their own children, is illegal. It is reasonable that a researcher might judge an experiment like this to be out-of-bounds. What if you were interested in examining the effectiveness of two methods of teaching math concepts to college students. Could you imagine the chaos that would result from trying to randomly assign half of the students in a class to receive one instruction method while the other half receive another? How would you even accomplish that? One last example: consider gender differences. Again, how would you even accomplish randomly assigning people to be male or female?

Research questions like these can be extremely important, and giving up because you cannot reasonably conduct an experiment does not seem like a great solution. Fortunately, there are some pretty good solutions that can help a researcher move toward being able to make solid causal conclusions, even though they are correlational designs. First, a researcher might choose to conduct a **longitudinal design** survey. In a longitudinal design, the same participants are measured over time. So, for example, take a sample of 200 new parents and measure any variables that might be affected by physical punishment (children's behavior, quality of the parent-child relationship, etc.). Just make sure that you begin the study before any parents have started spanking their children. Then, periodically measure these variables again on the same 200 parents, also keeping track of which parents spank, and which parents do not spank, their children. Note that although this design does not solve the third variable problem (but see below), it does solve the directionality problem, therefore allowing you to move closer to the type or conclusion you could draw from an experiment.

Second, a researcher can conduct a **quasi-experiment** (also a correlational design). In this design, a researcher would use a pre-existing difference between groups and think of it like an independent variable. So, a study that looks at gender differences in emotional expressiveness, for example, would be a quasi-experiment, as would a study that examined the effectiveness of different teaching strategies by teaching each strategy to a different class of students. Quasi- is a prefix that means “sort of like,” so a quasi-experiment is sort of like an experiment. More meaningfully, it means “having some of the features but not all of the features,” so really we would say that a quasi-experiment has some, but not all, of the features of an experiment. The features it has are something that we can think of as an independent variable (the grouping variable) and the ability to control some confounds. For example, in the classroom study we mentioned above, a researcher could make sure that the different classes are taught by the same teacher, using the same textbook and assignments, etc. The key feature that is missing from a quasi-experiment is random assignment to groups.

Third, even in situations where researchers cannot control confounds, as in a traditional survey design, they can use statistical techniques like multiple regression that can account for these confounds statistically. This technique allows the researchers to rule out some third variable explanations (for variables that they measured), but others remain for variables that were not part of the study. For example, imagine that a team of researchers believes that sleeping too few hours per night leads to increases in stress. They could conduct a survey that measured students’ level of stress, the number of hours of sleep per night, and the number of credit hours they are taking. Using multiple regression, they can essentially estimate the relationship between sleep and stress for students who are taking the same number of credit hours, thus statistically controlling for credit hours and removing it as a possible third variable explanation.
**longitudinal design**: a correlational research design in which the same participants are measured over time.

**quasi-experiment**: A correlational design that has some, but not all, of the features of an experiment. It takes pre-existing group differences and treats them like an independent variable, and allows control of some confounds. It does not have random assignment to groups as in a true experiment.

---

**Debrief**

- What other strategies do you think would be useful to increase the external validity of an experiment?
- Can you think of a situation in your life in which you might be able to adapt the rough idea of an experiment in order to figure something out?
- Which research method (case study, survey, naturalistic observation, or experiment) do you think you would prefer if you were a research psychologist? What made you pick the one that you did?

---

### 2.4 Statistical Procedures to Make Research Data More Meaningful

**Activate**

Which opinion comes closer to your own?

- Statistics are mostly used to lie.
- I tend to trust research that refers to statistics.

Please give some reasons that support the opinion that you selected.

Psychological research often produces numbers, and researchers use **statistics** to make sense of those numbers. Even if you never conduct research on your own, however, it is very important that you understand how statistics are used. You will undoubtedly encounter information that is based on statistical analyses throughout your career and your everyday life. The best way to evaluate that information is to have in-depth knowledge about statistical techniques. Thus, this section has a fair amount of detail about the statistical procedures discussed. This description will not make you an expert in statistics, but it is a good start on the road to understanding and evaluating statistics.

If there is one thing that many people really distrust about research it is statistics. As Benjamin Disraeli (a British prime minister in the 1800's) once said, “There are three kinds of lies; lies, damned lies, and statistics.” (Many people attribute this quotation to Mark Twain, who admitted that Disraeli said it first.) It is true; you can lie with statistics. You know...
what, though? You can also lie without them. And if someone is going to try to lie to us, we hope that they use statistics. At least then we will have a fighting chance of discovering the lie because we understand the use and misuse of statistics.

The truth, however, is that most of the time statistics are not used to lie. Like any tool, if used correctly, statistics are very useful, even indispensable. Scientists use statistics for two purposes: to summarize information, usually called data, and to draw conclusions. **Descriptive statistics** are used for the first purpose, **inferential statistics** for the second.

---

**descriptive statistics**: Statistical procedures that are used to summarize information.

**inferential statistics**: Statistical procedures that are used to draw conclusions, or inferences.

**statistics**: Mathematical techniques that researchers use to summarize information and draw conclusions about their research.

---

**Descriptive Statistics**

Suppose you survey a random sample of students at your college about how much they like school on a 9-point scale (9 means they like it a great deal, 1 means not at all).

These are the data you collect:
<table>
<thead>
<tr>
<th>Student</th>
<th>Rating for “Liking School”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brianna</td>
<td>9</td>
</tr>
<tr>
<td>Mike</td>
<td>3</td>
</tr>
<tr>
<td>Greg</td>
<td>6</td>
</tr>
<tr>
<td>Kelly</td>
<td>5</td>
</tr>
<tr>
<td>Gayatri</td>
<td>9</td>
</tr>
<tr>
<td>Jenna</td>
<td>6</td>
</tr>
<tr>
<td>Matthew</td>
<td>6</td>
</tr>
<tr>
<td>Alexis</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>9</td>
</tr>
<tr>
<td>Julia</td>
<td>4</td>
</tr>
<tr>
<td>Rasheed</td>
<td>6</td>
</tr>
<tr>
<td>Halle</td>
<td>7</td>
</tr>
<tr>
<td>Doug</td>
<td>9</td>
</tr>
<tr>
<td>Maureen</td>
<td>6</td>
</tr>
<tr>
<td>Taylor</td>
<td>4</td>
</tr>
<tr>
<td>Jennifer</td>
<td>6</td>
</tr>
<tr>
<td>Evan</td>
<td>8</td>
</tr>
<tr>
<td>Rhonda</td>
<td>3</td>
</tr>
<tr>
<td>Derrell</td>
<td>6</td>
</tr>
<tr>
<td>Ben</td>
<td>7</td>
</tr>
<tr>
<td>Hector</td>
<td>5</td>
</tr>
<tr>
<td>Jake</td>
<td>8</td>
</tr>
<tr>
<td>Dani</td>
<td>6</td>
</tr>
<tr>
<td>Bradley</td>
<td>4</td>
</tr>
</tbody>
</table>

Even with a relatively small number of students, it would be hard to report the data for every single student any time someone wants to know how much the group likes school. Clearly, it would be easier to talk about your research if you could summarize these data.

One way you could summarize the data is by representing them graphically, as a frequency distribution. A frequency
A frequency distribution is very useful, but sometimes it is not enough of a summary. We might want to be able to report our results very briefly, using at most a number or two. In addition, if we want to conduct more advanced statistical tests designed to help us draw conclusions (inferential statistics—described below), we will need to provide the summary numerically. That is where the descriptive statistics known as measures of central tendency and measures of variability come in.

**Frequency Distribution of Liking School Ratings**

A frequency distribution is a type of chart that shows how many research participants received each possible score (or gave each possible rating).

**Measures of Central Tendency.**

Measures of central tendency tell you what a typical rating (or score) is, an obviously important piece of information if you want to summarize. The three specific measures of central tendency that you will encounter are the mode, median, and mean. Each represents a different way of defining what it means to be a typical rating.

One way to define a typical rating is as the most common one; this is the mode. The mode, then, is the most frequently occurring score. In the example above, the mode is 6; eight of the students rated their liking for school a 6, and no
other rating point had as many students. The mode is also a useful measure when you have non-numerical data, such as gender.

The mode has a significant limitation, however. If you use it to report your typical rating, you only know what the single most common rating point is. What if there are other rating points that have nearly as many students? For example, what if our frequency distribution looked like this, with a few more students rating school a 9?

Reporting the mode, 6, as the typical rating seems somewhat misleading in cases like this, given that nearly as many students rated school a 9 as rated it a 6. In short, the mode uses a single rating only and discards information about all of the other numbers in the distribution. Thus researchers often opt to use a measure of central tendency that takes all of the ratings into account.

One measure of central tendency that accomplishes this goal, which is also the measure of central tendency most commonly used, is the mean. The mean is what you probably know as the average; to compute it you simply add up all of the ratings in the distribution and divide by the number of students. The mean is the measure of central tendency that retains the most information about the original distribution because you use all of the ratings to calculate it. For example, the mean of the first distribution is 6.1. The mean of the second distribution (the one with the extra 9’s in it) is 6.6.

The main situation in which you should be cautious about using the mean as your measure of central tendency is when there are extreme scores. Think of it this way: If Bill Gates came to your next class, the mean net worth of the class would be approximately 30 billion dollars. Clearly, a figure like this is not exactly a typical score. In cases such as this, you are safer reporting the mode as the measure of central tendency.

In cases when the mean is not appropriate because of extreme scores, you might also choose to use the median as your measure of central tendency. The median is the rating that falls right in the middle of the distribution; half of the ratings are above and half below it. To find the median, simply order the students from lowest to highest rating and find the student that is in the middle (if the middle is between two scores, average them to get the median). The median is more informative than the mode because it does use all of the scores. Still, it is not as sensitive as the mean, which uses all of the scores to calculate an average, rather than simply counting all of the scores. The median of both distributions in this section is 6, the same as the mode.

It is worth stepping back at this point and realizing that statistics can be misleading. Sometimes, researchers misuse statistics intentionally, sometimes inadvertently. We have already mentioned the first way that these measures can be
misused: by allowing a small number of cases to influence the measure (that is, reporting the mean when the median or mode would be more appropriate because of extreme scores).

A second important misuse of central tendency is to confuse the idea of typical score with typical person. Suppose we give an exam for which half of the students get a score of 100% and half get a 50%. The mean (and median) score is 75%. We have been referring to this as the typical score, but in this situation, there is not a single person who earned a 75%. The mean is a statistical figure that need not correspond to an actual person. Hence, it would not make any sense to say that the typical student in the class received a 75%.

A related misuse is to take several measures of central tendency for different variables and use them to draw a composite, acting as if the composite was a typical person. For example, suppose the following are all true of graduates at your school:

- Modal (most frequently occurring) gender: female
- Modal major: business administration
- Mean GPA: 3.2
- Mean time to graduation: 4 years, 2 months

You cannot conclude that the typical graduate at your school is a female business administration major with a GPA of 3.2 who took 4 years, 2 months to graduate. Again, there may not be a single person at the whole school who matches this composite. Reporting a composite like this can be misleading in other ways, too. For example, although the overall mean GPA may be 3.2, the mean GPA of females is probably higher than 3.2 because females tend to have higher GPAs than males.

| **mean** | The arithmetic average of a distribution (add up all scores and divide by the number of scores); a measure of central tendency. |
| **measure of central tendency** | A descriptive statistic that conveys what a typical score of a distribution is. |
| **median** | The score in the middle of a distribution (half the scores are above, half are below); a measure of central tendency. |
| **mode** | The most frequently occurring score in a distribution; a measure of central tendency. |

**Measures of Variability.**

A second useful piece of summarizing information is how close the rest of the scores are to the typical score. We use **measures of variability** for this purpose.

You will generally encounter two main measures of variability: The **variance** is a statistical measure of the average squared difference of each individual score from the mean, which tells you how spread out the distribution of scores is. When the variance is computed, the units for the resulting statistic are squared distances. Because of this, many researchers report the **standard deviation**, which is the square root of the variance. In addition to their usefulness in summarizing a distribution, these measures of variability are needed in order to calculate inferential statistics.
**measure of variability**: A descriptive statistic that conveys how spread out a distribution is.

**variance**: A measure of variability composed of the average squared difference of each individual score from the mean in a distribution.

**standard deviation**: A measure of variability calculated as the square root of the variance of a distribution.

---

**Inferential Statistics**

Once data have been summarized using descriptive statistics, researchers will usually want to draw conclusions about them. For this, they use inferential statistics. Suppose you did the survey of liking school and found that the ratings given appeared to differ by major. Specifically, business majors rated their liking of school a mean of 6.2, while psychology majors rated it an average of 8.3. You might look at the difference, 6.2 versus 8.3, and think that it seems like a pretty big difference. On the other hand, you might think that this difference is quite small, so small that it might simply have resulted from random variation. After all, people are all different from each other. If you take any two groups of students at random and compare their average ratings for liking school, you will very rarely find the exact same number for both groups. The key question is, how different do the two averages need to be in order for you to believe that it is a reliable difference, and not one that is just a random variation?

Inferential statistics allow you to draw this conclusion. A difference between groups is called statistically significant if the inferential statistics determine that it is very unlikely that you would observe a difference as large as the one you did if, in fact, there is no true difference. In other words, there must be some real, reliable difference between the groups that led to the different average scores. There are many different specific inferential statistical techniques; a researcher chooses the appropriate one to use based on the specific characteristics of the research.

Inferential statistics can also be misused. For our money, the most important point about inferential statistics is that statistical significance and practical significance (or importance) are completely different concepts. It is an unlucky accident that the word significance is used in both statistics and everyday language. The two senses of the word are completely unrelated. **Statistical significance** refers to the reliability of an observed difference. As we said above, a difference is called statistically significant if it is unlikely that you would observe a difference as large as the one you did in your research if, in fact, there is no true difference in the world. **Practical significance** refers to the importance of some event. Many people think that the two concepts are the same. It is simply the case that a statistically significant research result might have no practical significance whatsoever.

Some people also act as if the use of inferential statistics automatically confers legitimacy on a research result. Although a difference may be statistically significant, if it is based on a poorly designed study, the conclusion will be suspect.

Richard Nisbett and his colleagues (1983; 2002) have found that training in statistics helps people to avoid statistical reasoning errors, which can lead to baseless beliefs. (sec 1.2) Many people dread and avoid taking statistics classes in college. But perhaps if they realized the great benefit of understanding statistics for their everyday judgments and the evaluation of information presented to them, they would approach statistics classes more eagerly.
**inferential statistics**: Statistical procedures that researchers use to draw conclusions about their research.

**statistical significance**: A judgment that a difference observed in a research project is larger than what you would expect if, in fact, there is no true difference in the world. You would therefore judge that your observed difference reflects a true difference.

---

**Debrief**

Once again, which of the opinions from the Activate section comes closer to your own?

- Statistics are mostly used to lie.
- I tend to trust research that refers to statistics.

Again, please give some reasons that support the opinion that you selected. This time, please also give some reasons that support the opinion you did not select.

---

**2.5 Ethics in Research**

**Activate**

- How does it make you feel if someone purposely embarrasses you, makes you feel inferior, or harms you?
- Have you ever participated in a survey or other psychological research? Was it a pleasant or unpleasant experience?

If you are attending a large school, particularly one with a graduate program in psychology, you will likely be given the opportunity to participate in research as part of your General Psychology course (sometimes, that “opportunity” feels a little bit like a requirement). If you advance in psychology, you will even have the opportunity to conduct your own psychological research; if you go to graduate school, it will probably be a requirement. The rest of you might gain first-hand exposure to psychological research methods as potential participants in marketing research projects. In all three situations it is important to understand the goals and procedures for conducting ethical research.

Participating in research projects as part of a General Psychology course is an excellent way to see first-hand the research methods that are used to generate the psychological knowledge that is described in this book. (secs 2.2/2.3) Some students get interested enough in psychological research from their experiences as participants that they end up going to graduate school as a result.
On the other hand, if participating in studies is unpleasant, people will become hostile to research and psychology. Therefore, it is in researchers’ best interest to make their projects as pleasant, interesting, and educational for participants as possible. The ethical guidelines that have been developed by the American Psychological Association can help researchers achieve these goals.

Imagine the following scenario. As a participant in a research study, you are asked to have a conversation with five other students about your adjustment to college life. In order to help you speak honestly and freely, the conversation will take place over an intercom, so you are the only person in a room. During the conversation, one of the students lets it slip that he suffers from epilepsy. A few minutes later, he actually has an epileptic seizure and cries out for help before choking and going silent. As you sit in your room wondering whether you should help, how you should help, or whether the other participants in the conversation helped, the experimenter walks into your room and informs you that the study is over. The experimenter was not, as he had stated, interested in your adjustment to college life, but was testing whether or not you would help in an emergency. All of your anxiety and distress was for naught; the student with the seizure was a tape-recorded actor. As a consequence of participating in the study, you are embarrassed, distressed, and feeling more than a little guilty over your failure to help.

Based on what we have told you about the experiment so far, is this research ethical or unethical? In other words, should the researcher have been allowed to subject you and the other participants to such treatment?

Some people say no. The treatment of the research participants was so distressing, so upsetting that the research should not have been allowed. This is the research equivalent of the doctor's Hippocratic oath, which is “Above all, do no harm.” Specifically, you might note that the researchers deceived the participants about the true nature of the experiment, led them into a very distressing situation, and made them realize that they would have allowed a person in need to die. It was wrong to do these bad things to the participants, so the research was unethical.

Others argue that it is too simplistic to decide that the research was unethical only because it was distressing to the participants. They wonder why the study was conducted, what we learned from it. For example, how many people failed to help the student with the seizure? In the experiment just described, originally conducted by John Darley and Bibb Latane (1968), 40% of the participants did not go for help at all during the experiment (the period after the seizure until the end of the experiment was four minutes). In addition, even those who did go for help did so fairly slowly. This sounds like an important fact to learn about people. Perhaps the distress suffered by the participants is justified by the potential benefit of learning something new and important about human behavior.

This second argument corresponds to the way that many decisions about the ethics of a research project are made. The potential benefits of a study to society are weighed against any adverse treatment of participants.

By the way, some people, upon hearing the results of research like this, are tempted to conclude that the research is ethical because the participants deserved the distress that they suffered. They failed to help someone in trouble, so they deserve to feel bad about themselves. This conclusion, however, fails to take into account the basic lesson taught by studies like this one. Very many people, in some experiments most people, fail to help. The experiment was specifically set up to create a situation in which people would fail to help. The ease with which the researchers were able to get people to fail to help is not an indication of the weakness or badness of the individual participants but of the power of a situation to influence people's behavior.

Ethical Guidelines for Human Research

Psychologists usually conduct research under the auspices of a government agency, a corporation, or a university. Regardless of where the studies are conducted, the sponsor usually requires that research participants be treated ethically. Of course, researchers should be sensitive to their treatment of human participants in any case.

Decisions about whether a research study is ethical are made by the institutions where the research will be conducted. These decisions are often made by institutional review boards, and they are made in reference to a set of ethical guidelines that have been prepared by the American Psychological Association (APA).
Institutional Review Boards.

The U.S. federal government requires that any research that is supported or regulated by any federal agency must be approved by an institutional review board, or IRB. An IRB is a committee of institutional and community members who evaluate all proposed research that involves human participants at an institution. Most research that is conducted at colleges and universities across the United States is covered under this policy.

In addition to approving research projects, IRBs also ensure that the specific procedures conform to the guidelines for ethical research. They ensure that informed consent is obtained, that participants are treated with respect, and that they are given opportunities to withdraw from the study and to receive the results.

**institutional review board (IRB):** A committee composed of members of an institution where research is to be conducted and community members, whose job it is to approve or disapprove individual research projects and to ensure that ethical guidelines are followed when those projects are conducted.

APA Research Guidelines.

In psychology, guidelines for ethical research have been established by the American Psychological Association, most recently revised in 2017 (APA, 2017). Although the full guidelines for ethical behavior of psychologists are quite detailed—there are ten individual standards, each with multiple sub-requirements—the specific guidelines that pertain to research are quite understandable and sensible. The guidelines deal with several important aspects of research procedures:

**Informed consent.** This guideline is the cornerstone of the ethical treatment of research participants. Basically, participants must know “what they are signing up for.” Researchers must obtain voluntary consent from participants in a research study only after they have fully informed the participants about the procedure, paying special attention to any risks involved. Any piece of information that might reasonably lead some people to decline to participate must be disclosed. Participants also must be informed whether there is any consequence if they choose to terminate participation before the study is completed. They must also be informed of the degree to which the results are confidential. For some studies, however, fully informed consent would literally ruin the research. Consider, for example, the study on helping behavior described earlier. If participants had been informed that they were about to take part in an experiment designed to test whether they would help someone experiencing a medical emergency, they would surely have been quicker to offer help. The research would have discovered little about how people are actually inclined to act in an emergency. In short, sometimes it is necessary to disguise the true purpose of a study. These “deception studies,” as they are called, must undergo extra scrutiny by IRBs, and the researcher is obliged to take precautions to minimize any potential negative effects of the deception. First, the researcher must be able to justify that the benefits of the research outweigh the cost of deceiving participants. They must also demonstrate that there is no alternative to the deception. Then, as soon as possible after the conclusion of the research session, the participants must be told about the deception, why it was necessary, and the true purpose of the study.

**Freedom from coercion.** The principle of informed consent implies that potential research participants must not be forced, or coerced, to participate in a study. This is a simple-seeming requirement, but coercion can be quite subtle. Excessively large incentives for participation, for example, are considered a form of coercion. Also, it is common for psychology professors to conduct research using students from their school, sometimes from their own classes. Often, course credit or extra credit is awarded for participation. In such cases, an equivalent alternative opportunity for
students to receive the credit must be provided. For example, a professor cannot require students to choose between participating in a one-hour experiment or writing a 20-page paper. This false choice is really coercion in disguise.

Respect for people's rights, dignity and safety. Researchers must respect participants' right to privacy or confidentiality (unless they waive those rights through informed consent). Participants must also be protected from harm. Obviously, physical harm is included in this guideline, but so is psychological harm, such as feeling embarrassed or foolish. In the study of people's helping behavior, for example, the participants needed to be told that their failure to help is what the psychological theory predicted and that very many people put into the same situation also fail to help. If a researcher discovers that a participant was harmed in any way, they must take reasonable steps to reverse the harm. IRBs can be very conservative when it comes to the potential harm guideline. Often, they reject any study that subjects participants to greater distress than they would expect to experience in the normal course of a day.

Debriefing. After the conclusion of a study, research participants are offered the opportunity to learn about the purpose and results of the full study.

The Case for Strict Ethical Guidelines

The research section of the APA guidelines are only a portion of the entire APA Code of Ethics. The rest of the code describes the guidelines that professional psychologists must follow in the publication of their research, in their relationships with clients or patients, and in their teaching activities. You can see the entire ethics code at www.apa.org/ethics.

Most psychological research does not pose an ethical problem. Research procedures and treatment of participants are generally quite tame, usually much less distressing and threatening than many events that we experience every day. So is this great attention paid to ethics overkill? Should institutional review boards be more lenient and allow research to be conducted without seeking informed consent and without making the research educational for participants?

Probably not. As we mentioned before, if the discipline regularly allowed research participants to be treated with disrespect or misused in some way, before long all research would grind to a halt as participants became unwilling to participate (or coerced participants purposely sabotaged the research).

Besides, some research does present a sticky ethical situation, and IRBs may be the only way to identify the risks and protect potential participants. If a researcher wants to know if temporarily lowering people's self-esteem makes them more aggressive, for example, there is no alternative to a research procedure that will make participants feel inferior, such as falsely informing them that they performed very poorly on some test. In the Darley and Latané study described above, in order to examine people's reactions in an emergency, the researchers had to create a realistic emergency, complete with serious consequences and the accompanying anxiety and distress. The simple fact is, many important discoveries were made during research that inconvenienced, embarrassed, stressed, or even insulted research participants. When this happens, though, it is absolutely essential that the researcher make every attempt to reverse any negative effects for the participants.

Ethical Guidelines for Animal Research

Animal research is often very controversial. Animals cannot decline to participate, and they often cannot communicate to us that they are experiencing distress. Fortunately, very little research in psychology is conducted with animals. And of the psychological animal research that is done, a relatively small portion harms the animal in any way.

The decision to allow animal research is based on the same cost-benefit argument used to evaluate human research: Does the benefit outweigh the potential harm? Many important discoveries were made by conducting research on animals. For example, one of the most important theories of depression, called learned helplessness, was examined
in research with dogs and rats (Seligman & Maier 1968; Rosellini & Seligman 1975). (sec 24.2) These discoveries have improved, even saved, the lives of millions of people. According to the cost-benefit approach, the cost of harm to a few animals is small compared to the benefit to people.

Nevertheless, the famous chimpanzee observer Jane Goodall (1999) has suggested that captive animal research, although sometimes currently necessary in order to save human lives, is unethical. Hence, we should strive to develop alternative experimental methods with the goal of eventually ending animal research.

In the meanwhile, we must treat captive animal research subjects as humanely as possible. The American Psychological Association provides guidelines for the ethical treatment of animals in research. Psychologists who supervise research with animals must be trained in humane research methods and experienced in caring for animals. Anyone involved in the research must receive training in research and care as well. Harming animals is allowed only when absolutely no other procedure is available. If surgery is performed, anesthesia for pain and follow-up treatment for infection must be provided. If an animal's life must be terminated, it must be done quickly and with a minimum of pain.

Debrief

When deciding whether a research project is ethical, which approach do you prefer?

• Ethical status is decided by the features of the research project alone.
• Ethical status is decided by an analysis of the tradeoff between the costs and benefits of a research project.

How might you apply these approaches when deciding whether your own non-research activities are ethical?
3. Module 3: How Psychologists Think About the Field of Psychology

In most of this unit we described how psychologists think about the world and how they discover knowledge about human behavior and mental processes. Here we turn our gaze inward, so to speak, and examine how psychologists think about their own discipline.

We, like many psychologists, were originally drawn to the discipline because of our observations and curiosity about everyday phenomena. Even now, we are continually fascinated by the events and behaviors that we witness daily. Even more so, we are intrigued by how these everyday phenomena fit into the discipline of psychology. The field of psychology is divided into several subfields; each subfield is concerned with topics that are loosely related to a set of similar everyday phenomena.

If you decide to become a psychologist, or more likely, if you decide to major in psychology, you will have to think about the discipline in a new way, too. Specifically, you will have to consider what career options are available to you.

This module is divided into two parts. One section describes the organization of the field, and the other section describes career options for psychology majors.

3.1 Psychology’s Subfields and Perspectives
3.2 Career Options for Psychology Majors

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 3, you should be able to remember and describe:

1. The major psychological subfields: biopsychology, clinical psychology, cognitive psychology, developmental psychology, industrial/organizational psychology, personality psychology, social psychology (3.1)
2. The minor psychological subfields: community psychology, consumer psychology, educational psychology, health psychology, human factors/engineering psychology, forensic psychology (3.1)
3. The main psychological perspectives: biological, cognitive, learning, psychodynamic, sociocultural (3.1)
4. Skills that employers value (3.2)
5. Common careers available to undergraduate psychology majors (3.2)
6. Career options for students with master’s and doctoral degrees in psychology (3.2)

Apply

By reading and thinking about how the concepts in Module 3 apply to real life, you should be able to:

1. Demonstrate how different classes are helping you are acquiring the skills that employers value (3.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 3, participating in classroom activities, and completing out-of-class assignments, you should be able to:
1. Outline how psychologists from different perspectives might approach a specific research question (3.1)

3.1 Psychology’s Subfields and Perspectives

As students begin to learn about different disciplines in college, many are surprised to discover how complex the organization within each discipline can be. For example, think about biology. It is divided into several subfields, such as animal physiology, biochemistry, cellular biology, molecular biology, ecology, evolutionary biology, and neurobiology. The subfields are related to each other in complex ways, and several of them are related to other disciplines, such as medicine, biotechnology, and natural resources (and psychology).

Psychology is no different. It has several major and minor subfields, divisions of the discipline—based on topics. Some of the subfields are themselves divided into sub-subfields. In addition, some subfields are beginning to merge, thus creating new combination subfields. To give you an idea of the complexity, the American Psychological Association has 54 divisions; most are devoted to specific subdivisions or subfields. Altogether, the divisions in the field of psychology make an extraordinarily complex discipline.

That is not the end of the complexity, though. Psychologists who are interested in the same topics or who labor within the same subfields may adopt different perspectives. The division of psychology into perspectives provides an alternative way to organize the field.

Psychology’s Subfields

Psychology has a small number of major subfields, reasonably broad groupings of psychologists who are interested in similar topics within the discipline. The subfields correspond to the department divisions that you will find in a large university’s psychology department and to course names of many second and third-year psychology courses. They also correspond roughly to the major units within this book.
Here are descriptions of the subfields, along with some of the major topics covered in each:

- **Biopsychology** (or biological psychology). Concerns itself with the biological underpinnings of behavior and mental processes. Biopsychology can hardly be called a subfield, however, as its content is distributed across the entire discipline. Any time psychologists are interested in the brain areas, brain and nervous system activity, physiological states, hormones, or evolution, they are working in the subfield of biopsychology.

- **Clinical psychology**. Uses psychological theory to understand and treat psychological disorders and promote adjustment and personal development. Many clinical psychologists provide therapy to individuals; others conduct research and teach.

- **Cognitive psychology**. Studies knowledge—what it is and how it is learned, understood, communicated and used. Cognitive psychology is the psychology of everyday thinking. It includes such topics as reasoning and problem solving, memory, language, judgment and decision making, and perception.

- **Developmental psychology**. Examines how people change and how they stay the same throughout the life-span. Like biopsychology, developmental psychology cuts across all of the other subfields. For example, a developmental psychologist with an interest in biopsychology might be interested in what happens to children's brains as they mature. A specialist in cognitive development might be interested in the differences in memory ability for children, adolescents, young adults, and older adults. A social or personality development psychologist might examine whether a personality trait such as shyness tends to change or stay constant throughout a person's lifetime.

- **Industrial/Organizational psychology**. Applies psychology to the workplace. It is roughly divided into human resources topics and organizational psychology. Human resources topics include selecting, training, rewarding, and retaining workers. Organizational psychology is essentially applied social psychology. It is concerned with such topics as group functioning, leadership and management, motivation, and job satisfaction.

- **Personality psychology**. Focuses on the characteristics of individual people, such as personality traits. Personality psychologists and social psychologists (see below) are interested in many of the same topics, so the two subfields are very closely related.

- **Social psychology**. Seeks to understand how people think about, influence, and relate to one another. Topics of interest include aggression, prejudice, persuasion, romantic attraction, friendship, group processes, and helping behavior. Social psychologists have a particular interest in how situational factors influence these phenomena.

Some minor subfields are also important to know:

<table>
<thead>
<tr>
<th>Major Subfield</th>
<th>Main Coverage of Subfield in This Book</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biopsychology</td>
<td>Unit 3</td>
</tr>
<tr>
<td>Clinical Psychology</td>
<td>Unit 6</td>
</tr>
<tr>
<td>Cognitive Psychology</td>
<td>Unit 2</td>
</tr>
<tr>
<td>Developmental Psychology</td>
<td>Unit 4</td>
</tr>
<tr>
<td>Industrial/Organizational Psychology</td>
<td>One part of Unit 5 (Module 20)</td>
</tr>
<tr>
<td>Personality Psychology</td>
<td>Split between Units 5 and 6</td>
</tr>
<tr>
<td>Social Psychology</td>
<td>Unit 5</td>
</tr>
</tbody>
</table>
### Psychological Perspectives

Psychologists who work in the different subfields tend to be interested in different phenomena or topics. For example, a cognitive psychologist might be interested in how information gets put into memory, while a social psychologist might be interested in how stereotypes develop. At the same time, psychologists who work in particular subfields develop characteristic approaches. For example, cognitive psychologists tend to prefer experiments as their research method, and they (obviously) focus on the cognitive causes of behavior.

Division by topic is not the only way to organize psychology. Another way is on the basis of different perspectives, the approaches or lenses through which psychologists may view a single phenomenon. For example, consider the phenomenon of depression. The subfield that is most directly related to depression is clinical psychology, of course. Depression is of interest to psychologists in a variety of subfields, however, and it can be viewed through several perspectives:

**Biological perspective.** Similar to the subfield of biopsychology, the biological perspective seeks to explain psychological phenomena by discovering the biological causes, such as brain and nervous system activity, brain structures, hormonal influences, and so on. A psychologist who takes a biological perspective on depression might note that it is related to an irregularity in the neural transmission process, the process through which individual cells in the nervous system send chemical signals to other cells.

**Cognitive perspective.** Similar to the cognitive psychology subfield, the cognitive perspective seeks to explain psychological phenomena by discovering the causes that are related to patterns and styles of thinking. From a cognitive perspective, a psychologist might note that particular patterns of thinking, such as blaming oneself for failures, seem to be related to depression.

**Learning perspective.** Many phenomena can be understood as examples of learning from experience. The learning perspective often focuses on observable behavior. A psychologist with a learning perspective might emphasize how a depressed person is rewarded for his or her passive behavior.

**Psychodynamic perspective.** In the early 20th century, Sigmund Freud developed the psychoanalytic perspective, which views human personality and behavior as a reflection of conflicts between hidden desires and social restraints. The original psychoanalytic perspective was extremely influential throughout the first half of the 20th century. It has developed into the modern psychodynamic perspective. This newer perspective retains the key assumptions about conflicts from the original psychoanalytic perspective but drops some of the more controversial aspects, such as Freud’s emphasis on childhood sexuality. A psychodynamic psychologist might emphasize how depression results from negative feelings left over from unresolved conflicts.
**Sociocultural perspective.** The sociocultural perspective examines the role of social forces and culture on psychological phenomena. An important piece of the sociocultural perspective is the cross-cultural view. It examines the role of culture on psychological phenomena by exploring the similarities and differences between people throughout the world. A psychologist who takes a sociocultural perspective might note that the decline in social connections that has affected the United States since 1960 correlates with the increase in depression over the same period. A psychologist taking a cross-cultural approach might compare rates of depression in different parts of the world.

No one perspective provides the answer to every psychological question. All can be correct simultaneously. Together, they give a more complete picture of a phenomenon than each perspective can alone. For example, in the study of depression, the answers suggested by all of the perspectives provide a much fuller explanation than any one perspective can by itself.

**The Intersection of Subfields and Perspectives**

To summarize (because the distinction between subfields and perspectives can be hard to keep straight):

- The organization of psychology into subfields reflects psychologists' interests in different topics. Psychologists who are interested in similar topics work in the same subfield.
- The organization of psychology into perspectives reflects psychologists' preferred approaches to studying a topic. Psychologists may be interested in the same topic but study it from different perspectives.

This book tends to be organized around subfields, grouping topics more or less the way professional psychologists do. But sometimes you can see signs of the psychological perspectives. For example, because the biological perspective has become so important in recent years, we often include a description from that perspective for a topic more often linked with a subfield like cognitive psychology or clinical psychology. Occasionally, particularly for complex and important phenomena, such as depression, we will draw from multiple perspectives.

**Debrief**

- For each of the questions you generated in #1 in the Activate section, try to pick which subfield seems the most appropriate source of answers.
- Try to summarize how psychologists from two different perspectives might view each of the questions that you generated in #1 in the Activate section.
3.2 Careers Options for Psychology Majors

Most of the people who read this book will not major in psychology. Indeed, out of the more than 1 million U.S. students who take General Psychology every year, only about 94,000, or at most 9%, go on to major in psychology (Goldstein, 2010; NCES, 2010). On the other hand, 94,000 is a very large number; psychology is a common college major.

In the event that you are one of the people who are intrigued by their first course in psychology and decide to make it your major (or have already decided to major in psychology), this section provides some information about what majoring in psychology will do for you in your future career and about whether an undergraduate degree or an advanced degree is necessary for success. Even if you do not major in psychology, you can use the information in this section to start thinking about how to make the most of your undergraduate experience and about the many different career options that are available for almost any major.

In preparation for writing this module, we previewed a well-known textbook in psychology (we won't tell you which one because we are about to criticize it). In their section on career options for students with degrees in psychology, they devoted five times as much space to graduate degrees as they did to undergraduate degrees (and the pictures were better too). That might seem sensible at first, as there are more graduate degrees to talk about and it is the career path that many future psychology grads are interested in. The truth is, however, that the majority of students who major in psychology do not end up going to graduate school. By focusing on the graduate school path, nearly to the exclusion of the more common undergraduate-only path, textbooks contribute to one of the most damaging myths about the psychology major, that you have to go to graduate school to get a job. That has never been true, as you will see.

What Useful Skills Do Psychology Majors Develop?

Many types of employers, in many different fields, routinely hire psychology majors because of the skills they cultivate in pursuit of their degree. Eric Landrum and Renee Harrold (2003) conducted a survey of 87 businesses that hire psychology majors and found that a few of the most important skills are:

- Ability to listen
- Ability to work on a team
- Ability to get along with other people
- Willingness and ability to learn

More recently, many researchers have identified that these skills, along with several others are still essential for
successful college graduates to possess. For example, the National Association of Colleges and Employers (2018) has identified the following top-ten skills that employers seek in college graduates:

1. Problem-solving skills
2. Ability to work on a team
3. Written communication skills
4. Leadership
5. Strong work ethic
6. Analytical/quantitative skills
7. Oral communication skills
8. Initiative
9. Detail-oriented
10. Flexibility/adaptability

Whether you end up majoring in psychology or not, you should look for opportunities to develop these kinds of skills. You should be aware, however, that psychology courses not only give you opportunities to practice these skills, as do many other college courses, but also often give you the theoretical knowledge to apply them in new situations.

Careers with an Undergraduate Psychology degree from A to Z

“You can’t get a job with a Bachelor’s degree in psychology.” That “fact” first surfaced for us back in 1982 when one of the authors was first considering majoring in psychology. It is still a common caution today. The only problem is, it is not true. Approximately 45% of psychology majors go on to earn a degree beyond a bachelor’s degree (Carnevale et al., 2015). That means a majority of psychology majors have a bachelor’s degree only, and clearly they do not all remain unemployed. Indeed, in an extensive survey of college graduates from 1993, the National Center for Education Statistics found that fewer than 5% of academic major graduates (including psychology majors) were unemployed in 2003, which was below the overall unemployment rate of 6%. Although social science majors began their careers earning below-average salaries, by 2003 many had caught up to—and in some cases passed—their peers who had majored in career-oriented fields, such as business (Choy & Bradburn, 2008).

If you still do not believe us, we offer you, as more evidence, a list of careers you can have with an undergraduate psychology degree from A to Z:

- Advertising Assistant
- Benefits Manager
- Community Relations Representative
- Delinquency Prevention Social Worker
- Employment Agency Counselor
- Fund Raiser
- Group Worker (leads groups within social service sector)
- Human Resource Advisor
- Information Specialist
- Job Developer
- Keeper (of animals); this one might seem like a stretch, but a knowledge of animal behavior is essential in this industry. Some very important principles of human psychology also apply to animal behavior.
- Labor Relations Manager
- Market Research Analyst
• News Writer
• Occupational Analyst
• Personnel Interviewer
• Queen of a Small Country, but you might have to marry a King. OK, we admit it. we could not find a psychology-related position that starts with Q, but trust us, we could have listed about 20 more that start with P.
• Recreational Therapist
• Sales Representative
• Teacher; e.g., high school, but of course, you would need to obtain a teacher certification as part of your education.
• Union Business Representative
• Volunteer Coordinator
• Wage/Benefits Analyst
• X-Men; we reserve Wolverine (one of us went to the University of Michigan), but the rest of the spots are available. Again, we could not find a real occupation that starts with X, but unless you are interested in working with X-rays or xylophones, who could?
• Youth Corrections Officer
• Zoo Communications Researcher; seriously, one of us was almost hired for this position at the Brookfield Zoo (near Chicago), but we all have Ph.D's.

The sources we used to compile this list were: Majoring in Psychology by Jeffrey Helms and Daniel Rogers (2011) and Occupations of Interest to Psychology Majors from the Dictionary of Occupational Titles, an online publication by Drew Appleby (2006). To find a couple of job titles, we consulted the US Department of Commerce's Dictionary of Occupational Titles ourselves (and the zoo position is based on personal experience).

As you might have noticed from the list, a psychology major is an especially important route to jobs in the business world. Approximately one–third of social science majors who do not enroll in graduate school have careers in business ten years after graduation (Choy & Bradburn, 2008).

What About Pay?

Many students base their choice of major solely on the expected salary. We would like to caution you to be careful about choosing a major this way. For example, many students choose engineering because it is the highest paying major, and shun education because it is the lowest paying major. First, you should realize that money will likely not bring the level of happiness that many people expect it to (but that is a story for another module). The important point for this section is that these salary expectations are only estimates, or more technically, they are medians when a single number is given. So if petroleum engineers earn a median yearly salary of $136,000 over the course of their careers (which is true, Carnevale et al., 2015), it does not mean that all petroleum engineers make $136,000. It does mean that half earn more than that, and half earn less, sometimes much less (this is the definition of the median, remember). Suppose you choose a major for which you are ill-suited. Do you think that you will be among the high earners or the low earners in that field? Now, we are not trying to talk anyone out of majoring in engineering, or business. We are trying to talk you into choosing a major that suits you, one that will lead to a career that you will find meaningful and satisfying.

Let's consider some actual numbers to drive this point home (from Carnevale et al., 2015). The bottom 25% of business majors earn $43,000 per year (averaged over the course of their careers). The top 25% of education majors (a famously low-paying major) earn $59,000. Students who major in business solely because it pays well but have no real interest in the field, stand a very good chance of ending up in that bottom 25%. On the other hand, students who pick a major that they love have a very good chance of being a top performer, and therefore, relatively high earner in that “low paying” field.
Liberal Arts Education

As the cost of a college education continues to increase, observers have begun to question its value in general. A common target of critics is the “Liberal Arts” education. A Liberal Arts education is a well-rounded education that cuts across many different disciplines, rather than one that focuses on preparing students for one specific career. History, humanities, philosophy, and psychology, for example, are generally considered Liberal Arts degrees. A business degree, on the other hand, is by far the most common career-oriented major (and the most common college major, period). Many observers (along with quite a few parents and students with whom we have spoken) believe that because college is intended to prepare students for careers, it should be specifically focused on career training.

It is undeniable that business majors have an easier time getting their first job (Choy & Bradburn, 2008), but do not sell Liberal Arts education short. Research has found that social sciences, humanities, natural science, and mathematics majors improved the most during their college careers in critical thinking, complex reasoning, and writing. Business, education, social work, and communications majors improved the least. In the first few years after graduation, students who showed the least improvement in these skills were three times more likely to be unemployed, and more likely to live with their parents and have credit card debt, regardless of their college major (Arum et al., 2011; Arum et al., 2012).

We should tell you that the main point of the Arum et al. research was that college students in general tend to improve very little in these important skills. So, whatever your major is, look for opportunities to develop and practice them. The researchers gave the following advice:

- Spend time studying alone (studying with a group, although useful for building relationships with classmates, is not very effective).
- Take courses with more reading (40 or more pages per week) and writing (20 or more pages per semester).
- Seek out professors with high standards and high expectations.

What About an Advanced Degree?

It is true that if you hope to be able to call yourself a “psychologist,” or to provide individual therapy to clients, then you will need an advanced degree (master’s degree or higher). As you have just learned, however, dozens of careers (or at least 26, which is technically dozens) exist for which an undergraduate psychology degree provides excellent qualifications.

So, what about the 45% of psychology majors who do go on to earn an advanced degree? Where do they end up employed? Even here, there are many more options than most people realize. Although about half of the psychology doctorate degrees are in clinical psychology or counseling, the other half are in the other subfields (Morgan and Korschgen, 2008). People with advanced degrees in the other subfields often end up employed in the same kinds of careers (at higher levels) as those with undergraduate psychology degrees.

About 21,000 students earn master’s degrees in psychology each year (Goldstein, 2010). These degrees typically take two years beyond a bachelor’s degree. Graduates with master’s degrees can often begin their careers at a higher level in many of the same areas that are available to students with bachelor’s degrees. In addition, a master’s degree is considered the minimum qualification that will allow you to provide any substantive one-on-one counseling or therapy. You can also teach at the community college level with a master’s degree.

If you earn a master’s degree in psychology, you cannot yet call yourself a psychologist; that title is reserved for people who have earned a doctorate. The two types of doctorate degrees are a Ph.D. and a Psy.D. To earn a Ph.D., a student attends graduate school for five to seven years beyond a bachelor’s degree. It is a research degree and provides training for conducting research and teaching at the university level and clinical training for therapists (if the Ph.D. is in clinical or counseling psychology). People with a Ph.D. in psychology also find employment in business as researchers,
statisticians, or industrial/organizational psychologists. They also are employed by government and school systems (as a school psychologist, for example). A Psy.D. requires three to four years beyond a bachelor’s degree. It provides training for therapy only.

One last point about advanced degrees: Psychology is also a good choice for an undergraduate major if you plan to attend graduate school in some other discipline, such as business, law, or medicine.

Where Does Psychiatry Fit In?

A psychiatrist is an MD (medical doctor) that has specialized in the diagnosis and treatment of psychological disorders. It takes about 8 years after your undergraduate degree to become a psychiatrist, four years in medical school and four years as a resident. As physicians, psychiatrists are the only mental health professionals who are authorized to prescribe medications. Psychiatrists can also provide psychotherapy. Often, however, they work as part of a team with a psychologist who provides the primary psychotherapy.

As we have described, an undergraduate degree in psychology qualifies you for dozens of careers in business, mental health, and social services, as well as for graduate study in several disciplines (including, of course, psychology). To be sure, any college major that offers you a well-rounded education can likewise prepare you for many fulfilling careers. The key is to make the most of your undergraduate experiences. Do not consider your coursework a series of meaningless hurdles that you must jump over; consider them opportunities to gain skills that will help you throughout your career and your life. Try to see the value of all of your classes. Not only will doing so help turn you into a more attractive candidate when you eventually do begin your career, it will help make the classes more enjoyable now.

Debrief

- What kinds of skills do you think that you can learn in this class that will help you in your intended career?
- Whatever your intended major is, what are some alternative career options that you could pursue with the same major?

List four or five psychology-related careers. For each, decide which subfield seems most closely related.
4. Module 4: The Science of Psychology: Tension and Conflict in a Dynamic Discipline

READING WITH PURPOSE

Remember and Understand

By reading and studying Module 4, you should be able to remember and describe:

1. Three different kinds of disagreements that occur in psychology
2. The relationship between the amount of tension in a field and important outcomes
3. The origins of psychology
4. Disagreements about theories: free will versus determinism, nature versus nurture (René Descartes and John Locke), people are good versus people are bad (René Descartes and Thomas Hobbes)
5. Disagreements about scientific and non-scientific psychology (Wilhelm Wundt, William James, and the behaviorists)
6. Disagreements about basic and applied goals in research

Analyze, Evaluate, and Create

By reading and thinking about Module 4, participating in classroom activities, and completing out-of-class assignments, you should be able to:

1. State and defend your position on the three debates about fundamental theories
2. State and defend your position on the relative values of scientific and non-scientific psychology
3. State and defend your position on the importance of basic and applied research

Imagine three potential friends or romantic partners. One person agrees with everything you say. Most of you will find a relationship with someone like that somewhat boring. On the other hand, a potential partner or friend who disagrees with everything you say, often aggressively, would lead to a relationship that is too stormy and distressing to be fulfilling. An ideal relationship would be with someone in between these two extremes, someone with whom you have "spirited disagreements," serious yet respectful discussions about issues that you both care about. We propose that this third imaginary relationship serves as a useful analogy for the types of interactions that should characterize a dynamic, evolving discipline such as psychology.

Throughout this unit, we have invited you to “think like a psychologist,” as if all psychologists think alike. One important goal of this module is to explain that psychologists do not all think alike. Psychologists throughout the history of the discipline have disagreed often. Here we will describe three basic kinds of disagreements that characterize the field of psychology.

1. Disagreements about the best theoretical explanations for fundamental observations about the human condition
2. Disagreements about the role of science and scientific methods of inquiry in the discipline
3. Disagreements about the relative importance of two goals: discovering basic principles of human behavior and mental processes versus applying this knowledge to help people
Although psychologists do not always see eye-to-eye, the lack of agreement is not necessarily a problem. If managed successfully, disagreement, conflict, and tension in a discipline are essential for progress.

**Tension Is Good**

Like that ideal imaginary romantic partner, the field of psychology has just the right amount of conflict and tension to keep things lively and interesting. There is tension in psychology as different camps of psychologists champion their favored theories and visions of the field. If there is too much tension, psychology would be too disjointed to hang together as a discipline. If there is too little tension, psychology would become too homogenized, too uniform, to be creative and dynamic.

Psychological research about people has left no doubt that extreme conflict or poorly managed conflict is very damaging and can ultimately lead to anger, pain, sadness, animosity, and even violence (Johnson, 2000). Any of these destructive outcomes can lead people to avoid one another. To be sure, occasional avoidance to manage particular conflicts has its place. If you are primarily interested in maintaining a relationship, for example, avoiding conflict may be a very appropriate temporary strategy (Johnson, 2000). This strategy is particularly common in cultures that value relationships highly, such as China (Tjosvold and Sun, 2002). As a general strategy, however, avoidance is often counterproductive or even unhealthy (De Dreu et al., 2000). When people (or disciplines) that could enrich each other’s understanding act instead as if neither has anything to offer, both suffer.

Too little conflict can be nearly as damaging as too much, however. Research in education and work organizations has indicated that conflict can lead to creativity and good decision-making (Cosier and Dalton, 1990; James et al., 1992). The key is to manage conflict so that it does not fall into unproductive infighting (Johnson and Johnson, 2003).

Although these observations about conflict and creativity have been made through research on small groups or in individual organizations, it is reasonable to expect that they would apply to a discipline like psychology as well. After all, as you will see, psychology is a collection of factions with different points of view and opinions.

![Figure 4.1: Tension in the Field of Psychology](image)

**Psychology’s Long History of Tension and Conflict**

The birth of scientific psychology is often taken to be 1879. What happened that year is that Wilhelm Wundt established the first psychological laboratory in Leipzig, Germany, supporting the idea that psychology is a scientific discipline. It was not really the birth of the discipline, though. The term psychology had already been in use for over 300 years, and
several researchers across Europe had already been working in areas that would become part of psychology. But because Wundt established the lab, and he worked hard to establish psychology as a discipline throughout Europe, he is given the credit (Hunt, 2007).

The term psychology first appeared in 1520, but systematic thinking about human behavior and mental processes began far before then. Morton Hunt (2007) places the real beginning around 600 BC. Prior to that date, people simply assumed without question that human thoughts and emotions were implanted by gods. The real birth of psychology was probably the day that philosophers started to question that belief.

Hunt notes that the questions asked by the ancient Greek philosophers became the fundamental debates of psychology, debates that in many cases continue in some form even today. Thus, the great philosophical disagreements from centuries ago became the subject matter and controversies of psychology. We can see many of these philosophical disagreements at the root of some of the most fundamental conflicts in the history of psychology: conflicts about fundamental theories of human nature, methods of inquiry, and proper goals for psychologists.

Conflicts About Fundamental Theories

Scientific meetings are filled with people who disagree with one another. If a psychologist is giving a presentation about a theoretical explanation for depression at one of the meetings, for example, they can be sure that some members of the audience are there precisely because they disagree with the presenter. Occasionally, tempers flare and interpersonal conflict, not just scientific conflict, is part of the picture. One of the authors once witnessed an audience member purposely sit in the front row of a presentation given by a researcher he did not like just so he could cause a commotion when he got up in the middle and walked out.

Particular psychologists may have invested a great deal in a specific theory. They may have devoted many years to developing it, and they may have based their entire professional reputation on the success of the theory. In these cases, it can be difficult to avoid seeing an attack on your theory as a personal attack. Making matters worse, some attacks on theories are more personal than they should be. Robert Sternberg, a former president of the American Psychological Association, has noted with dismay the sometimes savage criticism that may be leveled against rivals, far harsher than is warranted by disagreements about theories. Yet interpersonal conflicts are somewhat unusual. Instead, psychologists tend to have the healthier “spirited disagreements” that are confined to the theories alone.

Quite likely, no psychological theory is universally accepted across the discipline. But that lack of agreement can be a good thing. Progress in science occurs through the production and resolution of scientific controversies, and psychology is no different. (sec 1.1) Sometimes the disagreements are minor, focusing on a small part of a single theory. At other times the disagreements are related to very important theories or reflect fundamental beliefs about the human condition.

Conflicts about human nature have been part of many major theoretical disagreements in psychology. Let us consider three of the theory-related disagreements. Keep in mind that the conflicts are larger than disagreements about individual theories. They address basic philosophical beliefs about the nature of humanity. These disagreements had their origin in philosophy and thus illustrate our earlier point about the development of psychology from earlier philosophical debates. Some of the details about these conflicts are filled in throughout the rest of the book.

Free Will Versus Determinism.

For many centuries prior to the 6th century BC, the questions about our mental processes and behaviors had a very simple answer: Everything was predetermined by a god or gods. The ancient Greek philosophers began to question this belief when they proposed that emotions and thoughts were not placed in the head by gods, that at least some of them came from an individual’s experience and from thinking about the world (Hunt, 2007). By asking questions such as “Does
the mind rule emotions, or do emotions rule the mind?” Some of these philosophers began to wonder whether human beings had free will.

When psychology emerged, it also adopted the free will versus determinism debate. For example, a group of psychologists known as the behaviorists were champions of a deterministic view. Prominent behaviorists in the 1940s and 1950s, such as B. F. Skinner, contended that human behavior was entirely determined by the environment. For example, behaviors that are rewarded persist, and those that are punished fade away. In the 1960s several groups of psychologists rejected this overly deterministic stance. For example, cognitive psychologists noted that human behavior was far too complex and novel to have emerged as a simple response to the environment. (Sec Module 9)

Nature Versus Nurture.

René Descartes, considered by many to be the father of modern philosophy, championed a viewpoint called rationalism; he believed that much of human knowledge originates within a person and can be activated through reasoning. Hence, knowledge is innate, a product of nature only (1637). John Locke is perhaps the most famous philosopher on the other side of this debate; his viewpoint is typically referred to as empiricism. He likened the mind to white paper (or a blank slate); through experience (or nurture) the paper acquires the materials of knowledge and reason (1693). Although Locke and Descartes did not have conflicts themselves—Locke was only 22 when Descartes died—Locke’s writing did take aim at Descartes’s specific ideas (Watson, 1979).

A very controversial book was published in 1994 that reignited the nature versus nurture debate. In The Bell Curve, Richard Herrnstein and Charles Murray argued that because the genetic contribution to intelligence is so high within a population, social interventions are unlikely to help people with low intelligence. To restate the point simplistically (although the authors were careful not to state this outright), nature is more important than nurture. Many psychologists stepped up and pointed out the errors in research and reasoning that led Herrnstein and Murray to these conclusions.

And these conflicts continue today. In 2018, behavioral genetics researcher Robert Plomin published Blueprint: How DNA Makes Us Who We Are. Plomin argues, based on research over the past 50 years, much of it conducted by Plomin himself, that much of what we consider as important aspects of nurture, such as parenting styles, do not affect outcomes very much. Critics were quick to jump in and do exactly what they are supposed to: argue for the other side. For example, Richardson and Joseph (2019) contended that Plomin’s explanations glossed over subtle factors related to nurture that temper his conclusions and that his analyses minimized the changes that occur in people during their lifetimes, something that a genetics-only approach has difficulty explaining. We are not coming down on one side or the other in this debate, as it is still in progress. It is, however, a terrific example of a conflict from philosophy that continues today in scientific psychology.

People Are Good Versus People Are Bad.

Thomas Hobbes, a contemporary of Descartes, is considered by many to be the father of modern political science. He believed that a strong monarch was necessary to control the populace because people had a natural tendency toward warfare. Without a strong leader, Hobbes believed, the lives of men were doomed to be “solitary, poor, nasty, brutish, and short” (1651). In other words, people are bad, or at least seriously flawed. René Descartes figures prominently on the other side of this debate. He believed that the innate knowledge that we derive through reason comes from God. Thus human beings are fundamentally good.

Throughout the history of psychology, this debate has resurfaced repeatedly. For example, Sigmund Freud believed that our personality emerges as we try to restrain our hidden, unacceptable desires. (Sec 16.2) A group called the humanistic psychologists arose in the 1960s as a reaction against the view of people as bad and in need of restraint. (Sec Mod 21)
Conflict About Methods of Inquiry: Science Versus Non-Science

As we told you in Module 1, psychology is a science. Or is it? Many people outside of psychology do not consider it a science. Scientific psychologists tend to find this belief quite bothersome, but this conflict was very important for the development of psychology into the discipline that it is today.

The ancient philosophers Socrates and Aristotle, both of whom greatly influenced the discipline of psychology, foreshadowed the difference between science and non-science. One of Socrates' most famous quotations is "An unexamined life is not worth living." He favored a very introspective (non-empirical, or non-scientific) approach to understanding human nature. Aristotle's thinking, on the other hand, was guided by empirical observations of the world around him. On the basis of these observations, he formulated theories about memory, learning, perception, personality, motivation, and emotion (Hunt, 2007).

During the infancy of psychology, the early giants in the field frequently disagreed about what the appropriate subject matter of psychology is and, by implication, whether the field is scientific or not. Recall Wilhelm Wundt, who in 1879 established the first psychological laboratory. One of Wundt's central goals was the reduction of conscious experience into basic sensations and feelings (Hunt, 2007). Wundt's research relied on the key method known as introspection. Trained observers (often the researchers themselves) reported on their own consciousness of basic sensations while they completed tasks such as comparing weights or responding to a sound. Wundt believed that these experimental methods could be applied to immediate experience only. Recall that science requires objective observation. Wundt believed that mental processes beyond simple sensations—for example, memory and thoughts—depended too much on the individual's interpretation to be observed objectively. Hence to him only part of what we now think of as psychology could be a true science.

The early 20th century brought several challenges to Wundt's approach. Some psychologists began to broaden the concept of introspection. For example, in the United States, William James embraced a more expansive and personal type of introspection, in which naturally occurring thoughts and feelings, not just sensations, were examined. He believed that this method was a great way to discover psychological truths. Although James's more inclusive definition of introspection greatly broadened the scope of psychological inquiry, this expansion made it very difficult to assert that psychology was a scientific discipline. As you might guess, different observers might very well report different observations while introspecting about the same task. That is, because introspection was subjective and unreliable, it was a poor method on which to base a new science.

By far, however, the most significant challenge to Wundt came from the early behaviorists. They sought not to expand psychology but to reduce its scope, and in so doing, they rejected virtually all of the previous efforts in psychology. John B. Watson, a young American psychologist, was the chief spokesperson for the behaviorist movement. He defined psychology as the science of behavior and declared that the goal of psychology was the prediction and control of behavior. Watson emphasized that a psychology based on introspection was subjective; different psychologists could not even agree about the definitions of key concepts, let alone examine them systematically. In short, the introspective method was not useful. Further, mental states and consciousness were not the appropriate subject matter of psychology, defined as the science of behavior. The questions that had been addressed by introspective psychology were far too speculative to be of scientific value (1913; quoted in R. I. Watson, 1979).

Watson produced an extremely persuasive case for why behaviorism was right and all previous psychology was wrong. Although he was not the first to make many of these points, he was, in essence, a top-notch salesperson and his rather narrow vision of psychology eventually took over a great deal of the field (Hunt, 2007).

In the 1950s the cognitive revolution shook psychology, as internal mental processes became acceptable topics of study. (see Module 9) This time, however, researchers were careful to approach these topics scientifically.

Today, the field of psychology combines the scientific orientation of Wundt and the behaviorists with the broad view of the scope of the psychology of William James and the cognitive psychologists. It seems rather unlikely that these two visions would both be represented in modern psychology if they had not been so vigorously championed by the two camps during the discipline's early history.

Some might argue that, because the field has successfully merged the interests of earlier non-scientific psychologists
with the scientific approach, the non-scientific orientation to psychology is no longer necessary. In other words, they believe that psychology should be purely scientific. The problem with this view is that it ignores an important lesson from the history of psychology. Basically, how do we know that non-scientific psychology can no longer be useful? If in the past non-scientific ideas merged with scientific methods to expand the useful scope of psychology, why should we be content to stop mixing things up now? In short, today's non-scientific psychology may be a useful source of topics and ideas that future researchers may bring into the scientific fold.

The development from humanistic psychology into positive psychology is a great example of how conflict about methods of inquiry continues—and continues to make psychology ever more useful. In the 1950s and 1960s a group of non-scientific psychologists—for example, Carl Rogers and Abraham Maslow—publicly stated their belief that human beings are individuals who have a natural tendency toward growth and self-fulfillment. They also largely rejected the scientific approach. Partly because of this disdain for science, the original humanistic psychology has little influence in modern psychology. Instead, a new perspective known as positive psychology has emerged from it. The positive psychologists have many of the same goals and basic beliefs as the former humanistic psychologists, but instead of rejecting the scientific approach, they have embraced it. Basically, positive psychology focuses on “mental health rather than mental illness” (Weil, quoted in Seligman, 2002). Positive psychology has already contributed a great deal to our understanding of what leads to happiness, health, and fulfillment (Diener, Oishi, Tay, 2020).

**Conflict About Proper Goals: Research Versus Application.**

People who work in a discipline like psychology can have two different types of goals. They can devote themselves to advancing knowledge in the discipline, or they can devote themselves to using the discipline to solve problems. Those who do the former are concerned with basic research. The others are interested in application. When researchers conduct research in order to solve specific problems, they are said to be involved in applied research.

Non-scientific psychologists tend to be application-oriented; scientific psychologists may be basic researchers or applied researchers. Throughout the history of psychology, both basic research and applied research have contributed to the development of the field. Basic research has built most of the knowledge base of psychology, while applied researchers have solved problems for government and business or on behalf of people who suffer from behavioral or mental problems. Practicing psychologists do not typically conduct research at all but have been concerned with using psychological knowledge to help people.

There has often been tension between basic researchers and application-oriented psychologists. The two sides are often pitted against each other. The pool of available research funds is a fixed, or even shrinking, pie. That means that if funding organizations decide to throw support behind applied research, basic research will suffer. And vice versa. Observers note that this is just what has happened over the past 40 years or so.

Probably in part because of the competition for resources between basic and applied research, psychology has sometimes not been successful at harnessing the power of the tension between the two sides to create healthy conflict. In the not-too-distant past, Ph.D. students who pursued careers in applied, invariably higher-paying areas were considered “selling out” by many basic researchers. Others often referred to basic research as “pure” research, as if applied research was somehow “impure” or “dirty.”

The general public has a role in this tension, by the way. The public has a tendency to belittle basic research. People often do not understand the point of research that cannot be put to use immediately. Politicians can sometimes fuel the criticism. Former U.S. Senator William Proxmire was well-known for the Golden Fleece Award that he publicized during the 1970s and 1980s. This “award” highlighted and ridiculed activities by government agencies that, in Senator Proxmire’s opinion, were a waste of taxpayers’ money. Although he criticized what he saw as waste throughout the government, basic research was a frequent target. His very first Golden Fleece Award was for research on why people fall in love. (sec 19.1)

Many people do not realize that basic research is an investment in the future. Like any investment, a particular research project might not turn out to be useful right away. But the eventual payout may be enormous. For example,
consider research about genetics. Basic research on genetics began in the 19th century and has continued since then. Over the years, we have discovered many applications of this knowledge, such as the genetic contribution to physical and psychological disorders. As we continue to expand our knowledge of how genes work, we may someday be able to cure many currently incurable diseases.

The problem is, how do you know which basic research that is being conducted today will allow us to solve important problems 10, 20, or 30 years from now? For example, who can tell whether research about environmental factors in human aggression (another “winner” of a Golden Fleece Award) may or may not someday be used to end human aggression? To ridicule basic research today is shortsighted and uninformed.

Another concrete example of how basic research may pay off in the long run concerns a 1979 winner of the Golden Fleece Award, research on the behavioral factors in vegetarianism. At the time, the U.S. government was dispensing the advice that people should eat from the “four basic food groups”—roughly, that people should eat equal amounts of meats, dairy products, grains, and fruits and vegetables. Since 1979 there has been a dramatic change in that advice; people are now advised to eat large amounts of grains and fruits and vegetables and relatively small amounts of dairy products and meats (the USDA Food Pyramid). Most people eat nowhere near enough fruits, vegetables, and grains. In short, a vegetarian diet is a much healthier diet than most Americans currently eat. The behavioral factors in vegetarianism would be a pretty useful piece of information to know now, wouldn’t it?

Very simply, there is a tradeoff between basic research and applied research. With any individual basic research study, there is a small chance that you will be able to solve a very important problem at some point in the future. With applied research, there is a good chance that you will be able to solve a less important problem soon. Rather than choose one over the other, we would like to see both valued.

The truth is, basic researchers and applied researchers need each other. When basic researchers remove themselves too much from the real world, their research may become so artificial that it distorts the way processes actually work. When applied researchers overlook the findings of basic research, they work inefficiently, examining many dead ends or “reinventing the wheel” by repeatedly demonstrating well-established phenomena. There will probably always be some friction between basic and applied researchers, however. Basic researchers may continue to covet the resources available to applied researchers, while applied researchers may continue to long for the intellectual respect accorded to basic researchers.

There is reason to believe that the separation and unhealthy tension of the past will diminish, however. In fact, the line between basic and applied research seems to be blurring these days. Basic researchers, funded by organizations that need to justify their existence, are being encouraged to propose applications of their research. Applied researchers are being encouraged to keep an eye on developments in basic research so they can more efficiently solve the human problems they encounter. The history of psychology has demonstrated that basic research is more accurate and comprehensive when it pays attention to the real world and that application is more effective when it is grounded in basic research results.

The Perils of Too Little Conflict: The Replication Crisis

You might recall (in fact, we hope you recall) that replication is one of the defining features of science. Only when multiple researchers have been able to successfully produce an effect can we begin to have confidence that the effect is reliable (think, real). The road to reaching this conclusion is, or should be, filled with the kind of conflict and tension that leads to scientific progress. Unfortunately, the field of psychology has discovered in the past few years that we have a problem in this area. For a long time, researchers paid little attention to the need for replication. In 2015, the Open Science Collaboration project reported on the results of an attempt to determine how serious this lack of attention is. The project replicated 100 studies that had been published in three prestigious psychology journals in 2008. Their results were sobering. Overall, only 39% of the statistically significant results reported in the original articles were reproduced upon replication.
Now, before everyone panics and drops psychology to take a “real science course,” this does not mean that 2/3 of the published studies were wrong. But it almost certainly means that some of them are wrong. For a given non-replicated study, we now have a legitimate scientific controversy on our hands. One set of researchers has found one result, and a second set has found another. We need a third, fourth, fifth (and so on) set of researchers to come along and settle the controversy. We certainly hope that this sounds familiar, as it is exactly how science is supposed to work. Yes, real science. The process in psychology will just be a bit faster over the next few years while we try to get caught up. So although the “replication crisis” as the problem became known is a significant issue, it is one that can definitely be addressed. Stay tuned below for some additional specific steps the field is taking to prevent a recurrence of the problem.

**How did we get here?**

You might wonder how the field got lost to begin with. It is an oversimplification to blame it completely on a lack of conflict, leading to misplaced trust in individual research results. Actually, the causes are complex, and it is worth going into a little bit of detail about two of the major factors. One factor explains why no one bothered to do replications, and the second explains how researchers might get “wrong” results to begin with (thus making those missing replications essential).

**Factor Number 1: There was no incentive structure in place to encourage replications.**

The large majority of research in psychology is conducted by professors at Universities across the world. Although you may know your professors as teachers, many professors are employed more for their research than their teaching. (Note, this is not to say that they don’t care about or are not good at teaching, just that the job of a university professor is, to a large degree, based on research). In order to keep their jobs at their universities, these professors have to publish original research. A beginning professor who published replications would literally be out of a job when tenure decisions are made. Making matters worse, many psychology journals over the years did not consider replication studies worthy of publication. So very few researchers did them.

**Factor Number 2: Publication bias in favor of positive results, leading to the file drawer effect and questionable research practices.**

Scientific journal articles in psychology (and other disciplines) have another bias in addition to an aversion to replications. They also have a strong preference for studies that work, or in other words, that obtain statistically significant results. This preference is so strong, that many researchers who obtained results that were not statistically significant abandoned the projects. They didn’t throw the results away, they just filed them away; this phenomenon became known as the file drawer effect (years ago, the results were stored in physical file cabinets; nowadays, the results are just stored in a forgotten folder on a researcher’s computer). The basic idea is that for any published study that shows statistically significant results, we have no idea how many other researchers have non-significant results lurking unseen in their file drawers.

Making matters worse, because researchers’ livelihoods literally depended on publishing statistically significant results, they felt intense pressure to produce those results. As a result, many researchers began to adopt what became known as questionable research practices. Please note that we are not saying the researchers were being dishonest (although some certainly were). Rather, it became routine for researchers to inadvertently adopt techniques that were likely to produce “false positive” research results. A full description of the kinds of questionable practices that were common is beyond the scope of this textbook, so we will describe only one (if you are interested in learning more, we recommend you take courses in Statistics and Research Methods). One of the key questionable research practices is known as p-hacking. A p-value is a statistical concept that signifies that a research result is statistically significant. In
the most basic form of p-hacking, a researcher would produce a great many research results, and select only those that the p-value indicated were statistically significant.

How do we get out of here? Honestly, psychology has made a lot of progress already. The field has identified some research results that might be ready to be removed from textbooks (and we will mention some of these throughout the book, in case you encounter them elsewhere). More importantly, however, researchers have begun to embrace Open Science practices, which will make it easier for future researchers to conduct replications and less likely that research based on questionable practices will sneak through the journal article review process. Open Science practices include three key parts (APS, 2020):

- Open Materials. Researchers make their materials freely available to other researchers to facilitate replications.
- Open Data. Researchers make their original data freely available so that other researchers can run their own statistical analyses to ensure that the original findings were not dependent on the specific data analysis choices.
- Preregistration. Researchers publicly commit to methods and data analysis strategy for a specific study prior to conducting it to prevent many questionable research practices from occurring.

One other practice that has been instrumental in recovering from the replication crisis is the use of meta-analyses. A meta-analysis is a study of studies, so to speak. Researchers take multiple studies on a topic and combine them into a single dataset, as if they have one giant study. Then, they perform advanced statistical analysis to allow them to conclude if a research result is stable beyond a single study. Meta-analyses are also useful for estimating the size of an effect and for determining factors that might change an observed effect. Obviously, meta-analyses are very useful, but they do not answer every question. For one, researchers cannot (or do not) always include all of the studies in an area. The exclusion criteria that they use (and sometimes, the specific data analysis procedure) can sometimes change the conclusions. Especially important is the need to find unpublished work in a research area to include in a meta-analysis to overcome the problem of publication bias.

By now the field has seen quite a few attempts to replicate individual studies, many meta-analyses, as well as several large-scale organized attempts to replicate many studies at one time (e.g., the Many Labs efforts). As a general rule of thumb, it appears that approximately half of the results of published studies can be reproduced. Again, this does not mean that half of what you are reading in your textbook is wrong, but it does mean that the ongoing process of self-correction is still going on (after all, that is what ongoing means).

Oh, and one last point. Psychology is not the only science that is enduring a replication problem. Even a quick Google search will reveal that among other disciplines, economics, exercise and sports science, and even biomedical research are all dealing with similar issues. Yes, biomedical research.
PART III
UNIT 2: UNDERSTANDING AND USING PRINCIPLES OF MEMORY, THINKING, AND LEARNING

Please take a few minutes to list all of the skills that are necessary to succeed in school. Try to organize the list into categories. What skills and categories did you come up with?

Although there are many “right answers” to this question, one could make a strong argument that there are three main types of skills that lead to success in school:

- Mental activity that many people would judge as the basis for academic thought, things like memory, reasoning, problem solving, and critical thinking
- Interpersonal skills, such as getting along with instructors and classmates and being able to work in groups—in short, the ability to “work and play well with others”
- Intrapersonal skills, which involve understanding and managing yourself—including being aware of your strengths and weaknesses and being able to maintain focus and motivation

This unit is primarily devoted somewhat to the first category, the classic academic skills. The five modules in this unit describe the basic processes of memory, learning, reasoning, problem solving, and critical thinking. All are major concerns of the sub-field of psychology known as cognitive psychology, the study of cognition. Cognition is the mental activity that deals with perception and with knowledge: what it is, and how people understand, communicate, and use it. Cognition is essentially “everyday thinking” (Note, the perception part of cognition will be covered in Unit 3)

This unit has two goals. The first is to show you how knowledge of the psychological principles of cognition can benefit you. The second goal is to show you how psychologists think about cognition.

By the way, although we will be talking a lot about using cognitive principles to succeed in school, these—and for that matter nearly all—psychological principles are relevant to life beyond school as well.

This unit is divided into five modules:

- Module 5. Memory, describes many of the important discoveries about memory and shows how to use the knowledge to improve your own memory.
- Module 6. Learning and Conditioning, introduces you to classical and operant conditioning, two of the most important types of learning. As you will see, however, they are not exactly what first comes to mind when you consider the concept learning.
- Module 7. Thinking, Reasoning, and Problem-Solving, details the discoveries that psychologists have made about many of the thinking skills beyond memory that you use in school and throughout your life.
- Module 8. Tests and Intelligence, places the common experience of tests into the contexts of the psychology of intelligence and the principles of test construction.
- Module 9. Cognitive Psychology: The Revolution Goes Mainstream, describes the ups and downs of interest in cognition throughout the history of psychology and, more generally, illustrates how research helps psychologists gradually develop a better understanding of human beings.
5. Module 5: Memory

Memory plays a key role in many areas of our lives, not the least of which is school. To understand why we remember and forget, you need to consider the entire memory process. Here's a very simple description: First, you have to get information into your memory systems; call this process encoding. When you need to get information out of memory (for example, when you are taking an exam, or telling a story), you use the process called retrieval. In between encoding and retrieval we have, of course, memory storage.

![Figure 5.1: Memory Processes: Encoding, Storage, and Retrieval]

Failure to remember information—that is, forgetting—can occur because of a breakdown at any of the three points (encoding, storage, retrieval). The typical culprits in the failure to remember, however, are encoding and retrieval problems. That's why most of this module is devoted to encoding and retrieval. But first you need to understand the basic layout of memory, which is a key element of cognition.

This module breaks psychologists' basic understanding of memory into six sections. First, it explains that not all forms of memory are alike and describes some of the different memory systems. The section introduces principles of encoding and explains how recoding is one of the keys to effective memory. The third section describes the processes that take place in the brain when information is encoded and stored in memory. The fourth section covers memory retrieval. The final section describes how memories are constructed and, sometimes, distorted.

5.1 Memory Systems

5.2 Encoding and Recoding
5.3 Memory Storage and Memory in the Brain
5.4 Memory Retrieval
5.5 Memory Construction and Distortion

- **encoding**: putting information into memory systems
- **retrieval**: taking information out of memory systems
- **storage**: keeping memories in the brain for future use
READING WITH PURPOSE

Remember and Understand

By reading and studying Module 5, you should be able to remember and describe:

- Distinctions among encoding, storage, and retrieval (5 introduction)
- Characteristics of sensory memory, working memory, and long-term memory (5.1)
- Characteristics of procedural memory and declarative memory (5.1)
- Methods of rehearsal for encoding: repetition, auditory encoding, semantic encoding (5.2)
- Strategies for semantic encoding: elaborative verbal rehearsal, self-reference, mental images (5.2)
- Organizing to encode (5.3)
- Concept map and neural networks (5.4)
- Parts of a neuron: axon, dendrites, cell body (5.4)
- Synaptic plasticity (5.4)
- Retrieval cues (5.5)
- Memory distortion (5.6)

Apply

By reading and thinking about how the concepts in Module 5 apply to real life, you should be able to:

- Identify different kinds of memory (5.1)
- Characterize your own typical study strategies in terms of encoding and retrieval principles (5.2, 5.3, 5.5)
- Recognize a memory from your own life that might be distorted (5.6)

Analyze, Evaluate, and Create

By reading and thinking about Module 5, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Devise a strategy for studying that uses encoding and retrieval principles (5.2, 5.3, 5.5)
- Recognize a situation in which you would suspect a memory distortion (5.6)
5.1 Memory Systems

When you first start to think about it, memory might seem pretty simple. But consider some of the memories you might have:

- What you had for breakfast this morning
- Your 10th birthday party
- The address someone just left on your voicemail
- Your phone number
- What your best friend looks like
- What a cat is
- How to read
- What you read in section 1.2 of this book
- The answer to question 3 on your History mid-term
- The name of the person you just met
- How to do a cartwheel

All of these phenomena are, at their core, memories, which means that they share some fundamental properties. Yet they have significant differences, too. It has been a major accomplishment of memory researchers to describe the different types of memory systems and processes, and determine the specific properties of each one.

**Distinguishing by duration and purpose of the memory**

We have two major memory systems that help to explain how memories are stored: working memory (sometimes referred to as short-term memory, although the actual meaning is not identical) and long-term memory. The process of creating a memory that you will remember for a test you will be taking next week and beyond involves both systems working together.
Soon after information is first encountered, it enters the system called working memory, simply by virtue of the fact that you pay attention to it (Baddeley and Hitch, 1974). The best way to understand working memory is to think of it as the current contents of your consciousness—that is, whatever you are thinking about right now. So as you are sitting at your desk staring at a textbook, the words that you pay attention to enter into working memory. You hold information in working memory either because you are going to use it (for example, to solve some problem) or because you will be trying to transfer, or encode it, into long-term memory.

Long-term memory is the memory system that holds information for periods of time ranging from a few minutes to many years. If you do not use or transfer the information in working memory into long-term memory, it will be forgotten, probably in less than thirty seconds (Peterson & Peterson, 1959).

One fact you should realize about working memory is that its capacity is limited. Psychologists had thought that people can generally hold about 7 pieces, or chunks, of information in working memory at one time (Miller, 1956). A chunk is a unit of meaningful information. For example, an individual letter might be a chunk. If the letters can be ordered to form words or abbreviations, then these are the chunks. More recently, however, researchers have proposed that memory capacity is a function of time, not quantity. Specifically, our working memory may hold the amount of information that we can process in about two seconds (Baddeley, 1986, 1996).

If you manage to get the information from working memory encoded into long-term memory, it is possible that you can retain that information for many years. It can even last a lifetime; picture a 92-year-old grandmother who still tells stories about her childhood in Italy. Also, although that “I can’t study anymore because my brain is full” feeling may make you think otherwise, you can essentially store a limitless amount of information in long-term memory (Landauer, 1986).

One of the keys to good memory, then, is to have effective strategies for encoding information into long-term memory (see section 5.2). You typically store the general meaning of information in long-term memory, however, rather than precisely what you encountered (Brewer, 1977).

Working memory and long-term memory are not the only two memory storage systems. Another one is called sensory memory, and it actually comes into play before working memory does (Sperling, 1960; Crowder & Morton, 1969). Sensory memory is an extremely accurate, very short duration system. It essentially stores the information taken in by the senses, vision and hearing, just long enough (about a second) to allow you to direct attention to it so you can get the information into working memory.

Distinguishing by the kind of information in the memory

Can you do a backflip? Former World’s Strongest Man Eddie Hall can.
Procedural Memory

This ability to do a backflip is a skill, or a memory, like riding a bicycle, tying one's shoes, or hitting a tennis ball. These types of memories, however, seem very different from remembering what you had for dinner last night or remembering that Albany is the capital of New York.

Psychologists, too, have noticed this distinction and have given the two kinds of memories different names. **Procedural memory** refers to skills and procedures. These are memories for things that you can do. **Declarative memory** refers to facts and episodes (Cohen & Eichenbaum, 1993). Declarative memory is further subdivided into **semantic memory**—your general store of knowledge, such as facts and word meanings, and **episodic memory**—memory for events, or episodes from your life. So, if you remember that Bismarck is the capital of North Dakota, it is semantic memory, unless you remember the exact time that you learned this fact (in 5th-grade social studies, for example), in which case it would be episodic memory. So you see, as the details about when we first learned some piece of information fade, episodic memories can become semantic memory.

If you remember when you learned some trivia, it is episodic memory:
Declarative Memory

Procedural memory seems to operate by different rules than declarative memory. For example, when we talk about transferring information from working memory to long-term memory (encoding) and retrieving information from long-term memory back into working memory, we are talking about declarative memory only. There is no working memory for procedures. Acquiring a procedural memory typically takes much more practice than acquiring a declarative memory does. But once a skill is acquired (that is, once it becomes part of your procedural memory), it may well be there to stay. So, at least for some people, it is probably true that you never forget how to ride a bicycle.

(See Module 9 for a related distinction called explicit and implicit memory)

chunk: a unit of meaningful information
declarative memory: memory for facts and episodes
episodic memory: the part of declarative memory that refers to specific events or episodes from someone's life
**long-term memory:** an essentially unlimited, nearly permanent memory storage system

**procedural memory:** memory for skills and procedures

**semantic memory:** the part of declarative memory that refers to one's general store of knowledge

**sensory memory:** a very short (about one second), extremely accurate memory system that holds information long enough for an individual to pay attention to it

**working memory:** a short-term memory storage system that holds information in consciousness for immediate use or to transfer it into long-term memory

---

**Debrief**

- Think about the last time you forgot something. Was the forgetting a problem with working memory or long-term memory?
- What is your most interesting procedural memory? Have you ever tried to teach it to someone else? If so, how did you do it?
- What is your earliest declarative memory? (Use an episode from your life rather than trying to figure out the first fact that you learned.) Do you think that your declarative memory is good or poor?

---

### 5.2 Recode to Encode

**Activate**

- Have you ever finished reading a short section from a textbook and immediately realized that you have already forgotten what you just read?
- Have you ever looked at the first question on an exam for which you thought you had studied well and thought, "I have never seen this concept before in my life; am I in the right room?"
- Do you find yourself able to remember unimportant material for a class (for example, material not on the test) and unable to remember important material?
- Please turn to the beginning of Module 5. Notice the description and list of all the sections that fit within the Module. Now go find a couple of textbooks from your other classes and look at the outlines in the first pages of some chapters or at least at the table of contents. (Seriously, go look! We'll wait.) Why
Think about your best friend for a moment. What were they wearing the last time you were together? You will often find yourself unable to remember information like this. Why? Because you probably never attempted to encode that information from working memory into long-term memory. You didn't look at your friend and say, “Lisa looks so good today; I'm going to remember what she is wearing!”

Certainly, information sometimes makes it into long-term memory without you engaging in purposeful encoding. Perhaps you have an annoying song going through your head right now. It is not very likely that when you first heard the song, you said to yourself, “Hey, I better make sure I memorize this song.” (You might be interested to know that psychologists have studied this phenomenon of annoying songs you cannot get out of your head. They call them earworms –see Jakubowski et al., 2017). But do not count on this accidental encoding to provide you with a solid memory when you need it. The simple truth is if you want to be able to retrieve information from long-term memory, you have to do a very good job of putting it in there in the first place.

How do you effectively encode information into long-term memory?

The basic strategy that people use to encode information from working memory into long-term memory is rehearsal. All of the encoding strategies in this module are kinds of rehearsal. The simplest kind of rehearsal is straight repetition. Imagine trying to learn your French vocabulary words by mentally running through the vocabulary list over and over until you get them all right. It works ok, as long as the test was soon after you finish studying (about 15 seconds seems to be the ideal delay; anything more than that and you start forgetting). Although it may be one of the most common rehearsal strategies and is the one favored by many students, repetition is probably one of the least effective. Call this encoding without recoding. And the advice about it bears repeating: Encoding without recoding (in other words, straight repetition) is a poor way to encode information from working memory into long-term memory.

One specific situation in which many people have difficulty encoding is when they read textbooks. Have you ever read a paragraph, realized that you have immediately forgotten it, and as a consequence decided to re-read it? Often, the problem is that you are merely reading the words over in your head, making sure you can “hear” yourself silently saying the words. In this case, you are recoding: transforming the information from one form into another. But the transformation, in this case, is minor and not very useful. Psychologists call it auditory encoding or acoustic encoding. Auditory encoding is ok. Many students rely on it, and with enough effort, they do fairly well at school.

In order to remember better, however, there is no question that you should try to move to the next level of recoding, in which you transform the information into something meaningful. For example, Craik and Tulving (1975) developed the idea of semantic encoding (Craik & Tulving 1975). Semantic means "meaning," so semantic encoding refers to mentally processing the meaning of information. For example, you should pay attention to patterns and relationships and their significance, rather than just the words or numbers themselves.

Psychologist F. I. M. Craik and his colleagues demonstrated the benefits of using semantic encoding in a famous series of experiments during the 1970s (Craik and Lockhart, 1972; Craik and Tulving, 1975). These experiments examined what Craik termed levels of processing. In a typical experiment, participants would read a list of words with instructions that would encourage one specific type of encoding. The shallowest encoding strategy (or level of processing) required participants to pay attention to the visual appearance and shapes of the letters only. For example, a shallow encoding strategy would be to count how many straight and curved letters there are in each word. Note that you do not even need to read the words in order to use this strategy, so it would seem to be quite a poor recoding strategy. Somewhat
“deeper” encoding strategies were those that required participants to pay attention to more properties of the words, such as the auditory qualities. For example, judging whether the word rhymes with a specific word is a deeper encoding strategy, an acoustic one. Note that you do not need to encode the meaning of the words in order to use this strategy.

The deepest level of processing, the one that requires meaningful recoding, is semantic encoding, or paying attention to the words’ meanings. A specific task to encourage semantic encoding might be to judge whether the word makes sense in the following sentence: “The ___ fell down the stairs.”

Craik's research consistently showed that memory was better the deeper the processing. Semantic processing was better than acoustic processing, which was better than visual processing. This is a basic principle of memory that you can start using today to improve your memory: to effectively encode, you should recode information in a way that allows you to process the meaning of what you are trying to remember.

---

**auditory (acoustic) encoding**: encoding from working memory into long-term memory by paying attention to the sounds of words only

**levels of processing**: strategies that affect how well a memory is encoded. Craik and Tulving's research demonstrates that deeper processing (that is, semantic encoding) leads to better memory than shallower processing (that is, encoding based on auditory and visual properties)

**recoding**: transforming information to be encoded into a different format

**rehearsal**: the basic strategy that people use to encode information from working memory into long term memory

**semantic encoding**: encoding from working memory into long-term memory by paying attention to the meaning of words

---

**How Can You Recode for Meaning?**

One main reason that recoding for meaning helps to create solid memories is that it takes advantage of the format of information when it is stored in long-term memory. Try this: Tell a few minutes of the story “Goldilocks and the Three Bears” or any other story you know from your childhood. Did you tell the story word-for-word the way it was told to you? Probably not. But still, you remembered the characters and the sequence of events quite well. Typically (but not always), long-term memory stores information by meaning, taking advantage of patterns and creating links between concepts and people and events (Bransford et al., 1972; Brewer, 1977). This tendency allows you to recall the general story, but not the precise story, whether it is a children's fantasy, a description in a textbook, or some event that happens to you. When you make special efforts to encode meaning, you are playing to the natural tendencies and strengths of your long-term memory.

Any way that you can make information meaningful should help make your efforts to remember more successful. Here are some useful strategies that you can use for reading textbooks and remembering lectures and other course material:
Elaborative Verbal rehearsal and Self-Reference

Try elaborative verbal rehearsal, which is basically restating what you have just read or heard in your own words. After reading a short section or paragraph, pretend that a friend has asked you to explain it. Or pretend that you are trying to teach the material to someone. Although this can be difficult to do, the payoff is tremendous. In one study that compared high-performing and low-performing students who were taking General Psychology, the use of elaborative verbal rehearsal was the most important difference (Ratliff-Crain and Klopfleisch, 2005).

Use the self-reference effect by trying to apply the material to yourself (Forsyth & Wibberly, 1993; Fujita, & Horiuchi, 2004, Jackson et al., 2019). Suppose you were trying to teach some course content to someone else. You might decide to use some real-life examples to help your students understand the material. Well, it turns out that this strategy is extremely powerful for remembering the material yourself. Continually ask yourself, “Can I think of an example of this concept from my own life?” or even simply, “How does this apply to me?” Creating a mental link between the course material and what it means to you is one of the very best ways to encode meaning. With practice, you should be able to use this strategy in many of your courses. The self-reference effect is very robust; it has been demonstrated with children, college students, older adults (with and without mild cognitive impairment), and adults and adolescents with autism (Jackson et al., 2019; Lind et al., 2019).

Keep in mind as you consider trying these strategies that they can be hard to do, at least at first. It is certainly harder, and more time-consuming, to do elaborative verbal rehearsal than to simply read a textbook chapter once. But it is no more time consuming than re-reading a chapter a few times because you know you will not be able to remember it. Also keep in mind that, as you get better at using the strategies, they grow more effective and get easier to use.

| elaborative verbal rehearsal: an encoding technique that encourages semantic processing by restating to-be-remembered information in your own words, as if teaching it to someone else |
| self-reference effect: an encoding technique that encourages semantic processing by applying to-be-remembered information to yourself |

Organize Information

Imagine that you are visiting a city for the first time. You have only a vague idea of where you are and you need to get to the post office. What you need is a map. A map can help you to learn where important things are and can help you figure out how to find them.

That is what the organizational aids in this book are, as well as the chapter outlines (and tables of contents) in other books and even web sitemaps. They are maps. They are useful for helping you effectively transfer information from working memory into long-term memory because they organize that information in a meaningful way.

If you can organize information meaningfully (or take advantage of a meaningful organization provided for you), it will be more effectively encoded into long-term memory (Bransford et al., 1999; Halpern, 1986). The beauty of this strategy from a practical standpoint in school is that often the work is done for you. Someone has already gone to the trouble of coming up with a meaningful organizational scheme. Use the chapter outlines to plot your route through your textbook. Pay attention during the first five minutes of the lecture when your professor gives you a preview of the day's lecture and activities.
Signaling Meaning in Advance

One of the reasons that outlines and previews help you put information into long-term memory is that they alert you in advance to the types of information you'll be encountering. Sometimes just a little bit of information goes a long way. Even something as simple as knowing the title of reading material before you start reading allows you to organize the information so that it makes sense and can be remembered.

John Bransford and his colleagues demonstrated this kind of effect by asking two groups of research participants to remember a paragraph. For the first group, the paragraph alone was presented. Here is one of their paragraphs. See how well you think you would remember it:

The procedure is actually quite simple. First, you arrange things into different groups. Of course, one pile may be sufficient depending on how much there is to do. If you have to go somewhere else due to lack of facilities that is the next step, otherwise you are pretty well set. It is important not to overdo things. That is, it is better to do too few things at once than too many. In the short run, this may not seem important but complications can easily arise. A mistake can be expensive as well. At first, the whole procedure will seem complicated. Soon, however, it will become just another facet of life. It is difficult to foresee any end to the necessity of this task in the immediate future, but then one never can tell. After the procedure is completed one arranges the materials into different groups again. Then they can be put into their appropriate places. Eventually, they will be used once more and the whole cycle will then have to be repeated. However, that is part of life (from Bransford and Johnson, 1972).

Do you think you would do a good job on a memory test for this paragraph? Bransford and Johnson's participants did very poorly. Although the individual sentences are meaningful, it is difficult to see how they are related to each other—in other words, how they are organized.

The second group of participants read the same paragraph, but before doing so, they were given the title "Doing the Laundry." Now that you know the title, go back and read the paragraph again and see if it makes sense. If you are like most of Bransford and Johnson's participants, providing a title makes the paragraph much easier to understand and remember.

What Bransford and Johnson demonstrated is that the title allows readers to make inferences—that is, to use their background knowledge to tie the paragraph together. For example, in the second sentence, the title allows you to draw the inference that the word “things” refers to “clothes.” Inferences like these relate the formerly meaningless paragraph to the knowledge about the world that you already have. By providing a title, Bransford and Johnson allowed participants to activate their own knowledge about the way the world is organized before they started reading the paragraph. The title gave them preexisting memory hooks on which to hang the new words that they were reading.

Highlighting Relationships

In order for the technique of organizing to encode to work, you have to find the organization meaningful. That is, you have to see the organization as more than simply a list of topics. You need to learn to recognize the typical relationships between concepts. An outline or a table of contents, with items indented different amounts and different formatting for various levels of headings, also shows the relationships among the topics: which concepts can be grouped together, which are more important than others. To a very large degree, organizing information to improve encoding is simply a matter of paying attention to these types of relationships.

One very important relationship is between a general principle and an example of that principle. Look for clues in the text of your book, such as introductory phrases (“for example,” “the main idea is,” and the like). When you have identified whether a given statement is a general principle or an example, try to generate the other. If you think it is the general principle, try to come up with a new example. If you think it is an example, make sure you can identify the general principle.
Here are three other types of relationships you should make a habit of distinguishing in the materials you want to remember:

- **Causes and effects.** For example, if we were doing an experiment on violent video games and aggression, the independent variable, exposure to violent video games, is the supposed cause, and the dependent variable, aggressiveness, is the supposed effect (see sec 2.3).
- **Parts and wholes.** For example, a neuron is essentially a small part of the brain (the brain is made up of billions of neurons). Neurons themselves are composed of parts, including the cell body, dendrites, and axons (see secs 5.3/ 11.1).
- **Levels of a hierarchy.** A hierarchy is an organization system in which lower-level, or subordinate categories are included under higher-level, or superordinate categories. For example, the levels of living things that you probably learned in biology—kingdom, phylum, class, order, etc.—are organized in a hierarchy.

Any organization scheme that you come up with yourself will be particularly effective. Because you find it personally meaningful, a self-generated scheme will be easily and effectively encoded into long-term memory. You would be doing yourself a tremendous favor if you adopted a good strategy for generating these organizational schemes.

### Debrief

- In your own words, why is rephrasing textbook material in your own words an effective strategy for encoding information into long-term memory?
- Why can it be difficult to assemble something using a poorly written instruction manual?
- Try to think of a situation in your life where you were unable to understand or remember something because you did not know how it was organized.
- Why is it difficult to understand or remember a movie for which you missed the first 30 minutes?

### 5.3 Memory Encoding and the Brain

**Activate**

What do you think of when you think of “dog”? Diagram your thoughts about “dog” by following these directions:

- On a sheet of paper draw a small circle in the middle of the page and write the word “dog” in the circle.
- Draw a short line out from this first circle and draw another circle at the end of the line; inside the new
circle write a word that relates to the word dog(perhaps “tail”).

• Continue to draw lines out from the concept of dog and draw circles into which you write words that are related to dog. Also, draw some lines out from some of the new concepts and add concepts related to them. For example, if you wrote down “tail” you might connect it to a circle with the word “wag.”
• When you are finished writing down new concepts, take a few minutes to draw lines connecting some of the concepts that seem to be related.

The network of interrelated items that you have just created is a **concept map.** Yours might look something like this:

![Figure 5.3: A concept map for “dog”](image)

A concept map is, among other things, a good way to organize information for encoding into long-term memory. It signals the meanings of a number of related concepts and highlights the relationships among them (remember our discussion in section 5.3?). A concept map is also a simple representation of how networks of concepts are formed in the brain.

**concept map**: a pictorial representation of the relationships between a set of related concepts

---

**Creating Memories in the Brain: Activation and Synaptic Plasticity**

You may already know that the brain is made up of billions of cells called **neurons.** For now, you can think of the brain as simply a very large collection of neurons. The neurons are all connected to each other in an extraordinarily complex pattern (one neuron can be simultaneously connected to many other neurons, all of which can be connected to many other neurons, and so on down the line). Neurons are connected to each other by **axons,** which look like single long branches extending from the cell body, which is the round part of the neuron, and by **dendrites,** which are smaller branches splitting off from the cell body. (Each neuron has a single axon but many dendrites.) Electrical and chemical
activity that takes place through pathways created by these interconnected neurons determines everything we say, think, feel, or do (see sec 11.1).

The neurons are involved in two significant ways when you encode information:

- **Activation.** When you encode information and move it into memory, many neurons throughout the brain become active. The neural activity is pulses of electricity that are caused by chemicals called ions (electrically charged particles) briefly changing locations in your brain. The ions (sodium, which is abbreviated Na+) rush into the axon of a neuron. This movement of ions produces a brief electrical charge inside the neuron, which is then transmitted to many other neurons (see Module 11 for details).

- **Synaptic plasticity.** In order to store information for a long time, the brain has to change its very structure—that is, the neurons themselves must change. Brain researchers currently believe that the change in structure can occur either within the individual neurons or through the connections among the billions of neurons in your brain. The connections are called synapses, hence the name synaptic plasticity. Changes that occur inside the neuron cause the neuron to produce more or fewer of the chemicals that it uses to communicate with other neurons, which are called neurotransmitters (see sec 11.3). The synapses are located at the spaces where the axon of one neuron is situated next to the dendrites of a neighboring neuron. Two things can happen in response to changing levels of neurotransmitters: the axons and dendrites can extend or retract, hence changing, ever so slightly, the structure of your brain; and the surface of the neuron can change by having more or fewer receptive areas for neurotransmitters. Both of these events are forms of synaptic plasticity and occur whenever new information is encountered.

These two kinds of changes, especially activation, happen extremely quickly. And the changes of synaptic plasticity can last a very long time, perhaps even forever. Think about it: any time you have a new experience your brain immediately changes its electrical activity and changes its structure permanently.
activation: the electrical charging of a neuron, which readies it to communicate with other neurons
axon: the single tube in a neuron that carries an electrical signal away, toward other neurons
dendrite: one of the many branches on a neuron that receive incoming signals
neuron: the basic cell of the nervous system; our brain has billions of neurons
neurotransmitter: chemical that carries a neural signal from one neuron to another
synapse: the area between two adjacent neurons, where neural communication occurs
synaptic plasticity: the brain's ability to change its structure through tiny changes in the surfaces of neurons or in their ability to produce and release neurotransmitters

Storing Memories Across the Brain: Neural Networks

So far, we have just been thinking about connections between two neurons. Let us return now to the idea that neurons are connected to each other in massive three-dimensional, dynamic, organic versions of the concept map. We call these many interconnected neurons neural networks. Many neuroscientists believe that most memories are not stored in a specific area of the brain but are spread out in interconnected neural networks across many areas of the brain. In other words, brain activation and synaptic plasticity for memories travel throughout the brain.

This neural network idea offers an explanation for why encoding meaning works so well in forming long-lasting memories. When you start searching through your brain for information—a memory—you will have a greater chance of hitting a unit of that information with a neural network that is spread out and contains a lot of information. A larger, more detailed network that uses lots of neurons will be easier to activate and use than a smaller network.

neural network: interconnected group of neurons

Debrief

- Describe in your own words the changes that take place in your brain when you encode new information into long-term memory.
- Draw a concept map that includes the concepts from this module.
5.4 Memory Retrieval

Have any of the following ever happened to you?

• You know a fact but can't come up with it. You have the feeling that it is on the “tip of your tongue.”
• You blank out on a test question. After a mighty struggle to remember, you give up and leave the question unanswered (or you make a wild guess). Then, the correct answer hits you on the way home like a slap in the head.
• You (temporarily) forget the name of someone who you know very well.
• You (temporarily) forget your own phone number.
• Is it true that you always find your keys in the last place you look for them? (Answer: Yes, because most people stop looking after they find what they were looking for.)

It is the day of the big Political Science mid-term. You have been studying for days. You feel as if your head is so full of political facts, principles, and theories that it is going to explode. Your professor walks in and asks if there are any questions before she hands out the exam. “Please,” you silently beg, “hand out the exam now, before I forget everything I studied.” After ten minutes of questions from classmates (that you don’t listen to because you are too nervous), you get your exam. Question #1: How much of the U.S. government's budget is spent on foreign aid? You know this. You just studied it last night. It is in your head somewhere if you could only find it. Why can't you remember? You are struggling with retrieval.

Understanding (and Improving) Retrieval

Memory retrieval (withdrawing information from long-term memory for use in working memory) is largely a matter of coming up with and using effective retrieval cues. In familiar terms, retrieval cues are reminders, any information that automatically leads you to remember something. More scientifically, you can think of retrieval cues as entry points into the neural network associated with a particular memory (see sec 5.3).

You might also think of retrieval cues this (decidedly less scientific) way: Any specific memory you have floating around in your head (the amount of U.S. foreign aid, for example) is slippery. To pull it out of long-term memory and into working memory, you need a hook, something attached to the specific memory that you can grab onto. A retrieval cue is that hook. The very best hooks are ones that you put there yourself during recoding.

To create potential retrieval cues for yourself while you’re studying, you can use the encoding principles we have already described: encode meaning and organize information. The more cues you create through this recoding and the better they are, the better your chances of being able to “grab onto one” when you need it.

Now you might begin to understand why straight repetition is only a mediocre study strategy. To be sure, the repetition of a concept and its definition provide you with a possible retrieval cue. A formerly meaningless term and definition, completely disconnected from the rest of the knowledge in your head, is not the world’s greatest hook, however.

In contrast, consider a retrieval cue that is based on memories from your own life. For example, suppose when trying to encode the concept procedural memory into your long-term memory, you remembered the time you helped your
little sister learn how to tie her shoes. The formerly meaningless concept, procedural memory, now becomes part of your memory for this event.

Importantly, you would probably have a fairly detailed memory of such an event. Any of these details can serve you as a possible retrieval cue. Can you picture the smile on your little sister's face when she finally got her shoes tied right? That can be your hook. Do you remember the feeling of frustration before she caught on? That can be your hook. And so on. Literally, anything you might remember about the event can work to remind you of the concept procedural memory.

That is the beauty of making the information personally meaningful (remember, it is called the self-reference effect). It becomes embedded in a rich network of information that is the easiest stuff in the world for you to remember—information about yourself. The specific hook, or retrieval cue, can be any aspect of the event that you can recall. Add this to the recoding that you did based on organization (for example, attending to the relationship between procedural and declarative memory) and by rephrasing the material in your own words, and you have an extremely powerful set of potential retrieval cues, a set of hooks that give you an excellent chance of being able to grab one when you need it.

---

**memory retrieval:** withdrawing information from long-term memory into working memory

**retrieval cue:** a reminder that leads to the withdrawal of information from long-term memory into working memory

---

**Providing a Match Between Encoding and Retrieval**

Sometimes, even extensive encoding is not enough to give you a good retrieval cue when you need it. Or, perhaps, you didn't do a careful job of encoding. What then? Is there still a way to make retrieval cues work in your favor? Fortunately, the answer is yes.

The general strategy that you use to make retrieval cues available and useful is to try to provide some kind of match between the encoding and retrieval situations. This idea is known as the encoding specificity principle (Tulving & Thomson, 1973). If your physiological state or the external environment (the context) is similar during both encoding and retrieval, you have a better chance of coming up with a retrieval cue (Murnane & Phelps, 1993; Smith, 1979). For example, suppose you drank four cups of coffee, each with an extra shot of espresso, when you were encoding information for a big test. You might consider ingesting a bit of caffeine before retrieval time.

Even seemingly trivial aspects of the external environment, such as your location in a room, can be just the match you need to give you a retrieval cue. But hold on before you decide to wear the same clothes every day to take advantage of the encoding specificity effect. Think about what we are saying. The encoding specificity effect allows you to remember something in a situation that closely matches the situation at encoding. That might be helpful for an exam, but is that what you really want to accomplish? For example, suppose you are studying to be a nurse. Do you really want to remember some important medical concept ONLY when you are sitting at your desk, wearing your favorite blue shirt, and chewing peppermint-flavored gum? We thought not. If you really want to learn something, to be able to retrieve it in many future situations, you would do best to simulate that when you encode it. In other words, engage in multiple encoding episodes, and vary the context in each (Bjork & Bjork 2011). This is hard. In fact, it is one of the list of strategies known as desirable difficulties. These are strategies that are difficult to use and make you feel as if you are not learning, but in reality lead to much more effective (and lasting) learning (Bjork & Bjork 2011; Smith, Glenberg & Bjork, 1978). You might also consider some of the strategies we have recommended previously (e.g., elaborative verbal rehearsal and
generating self-references) to be other types of desirable difficulties. As we said previously, they can be hard to use, but they are extremely effective.

Saving the Best for Last: Retrieval Practice (and Spacing)

So, do you think that the principles we have shared so far can help you in your quest to improve your memory? Well, we have terrific news: We have saved some of the best news for last. There is one strategy that may have been first suggested by Aristotle and has been examined in research for over 100 years. Time and again, this strategy has been found to lead to better memory than re-studying material (Brown, Roediger, & McDermott, 2014). And very few students use this strategy (Karpicke, Butler, & Roediger, 2009). OK, have we kept you in enough suspense? Here it is: If you want to be able to retrieve information from memory, one of the most important things you should do is to PRACTICE RETRIEVING THAT INFORMATION (sorry for yelling, but this is that important). And not just once. You should practice retrieval over time, spacing out your practice sessions as much as you can. (Soderstrom et al., 2016; Karpicke and Roediger, 2008). Many students believe that it is more efficient to do all of their studying at one time, but the spacing effect shows that the very opposite is true.

This is obviously great news because you do not need to recode information or come up with new examples, or struggle with organization to use these strategies. You only need to intentionally practice and organize your time.

Just as a reminder or clarification: we are certainly not saying that you should only practice retrieval with the spacing effect. We are saying that it is the one strategy that may have the largest impact on your ability to remember. So, to summarize, allow us to present a guide to studying that is based on some of the best principles of memory that psychologists have to offer.

1. Spend some time surveying the material before you start reading it. Figure out how it is organized by reading previews and summaries, and paying attention to outlines.
2. Recode for meaning while you read: periodically pause and reflect on what you have just read. Rephrase material and come up with examples from your own life (elaborative verbal rehearsal with self-reference). Note relationships between different concepts. Pay attention to how the current information fits into what you have already learned.
3. Practice retrieving while you are reading. During some of your periodic pauses, cover up what you just read. Try to retrieve the definitions of key terms. Try to generate your elaborative verbal rehearsals without looking at the text.
4. Practice retrieval after reading. Use practice quizzes, flash cards, quizlet, etc. It is far more effective if you have to come up with the answers yourself rather than just recognizing the answer (like in a multiple-choice question).
5. Come up with a schedule that allows you to take advantage of the spacing effect.

**desirable difficulties:** strategies that are difficult to use and make you feel as if you are not learning, but lead to much more effective and lasting learning

**spacing effect:** the finding that information that is learned and practiced over a period of time (instead of all at once) is remembered better
Debrief

• Try to remember a time that you had a temporary retrieval failure. What retrieval cue eventually helped you to remember?
• What specific types of retrieval cues do you think work best for you?

5.5 Memory Construction and Distortion

College student Charles was always proud of their memory. In school, they rarely took notes and often had to read a chapter a single time only in order to remember it well enough to get a good grade on an exam. They also had many detailed autobiographical memories, several dating back to when they were a very small child. For example, they remembered their mother coming home from the hospital when their brother was born; they were two years, four months old. Or they remembered an early haircut, perhaps their first visit to the barber. They were sitting in the barber’s chair, eating a lollipop (covered with hair, no doubt), while their whole family stood around and watched.

One evening during Charles’s sophomore year, they and their family decided to watch some old videos from the family to celebrate their parents’ anniversary. Then, suddenly, Charles saw their memory on the television screen. It was their first haircut. Charles’s parents had obviously wanted to remember the event for the rest of their lives, so they decided to capture it on film. There in the family room, Charles saw their entire memory played out on the screen, and they realized that they did not, in fact, have a memory of their first haircut. Charles had a memory of the home movie of their first haircut and had mistakenly believed that it was a memory of the actual event. Charles also knew this because they had just learned this concept in their psychology class. Forgetting the actual source of a memory is very common; it is called source misattribution (Schacter, 2001). It is one form of memory distortion.

The early sections of this module emphasized how employing good encoding and retrieval skills can lead you to remember information more effectively. Somewhat hidden in those discussions, however, is an important observation about the way memory works. Although it is fair to accept the existence of different memory systems, such as working memory and long-term memory, it is not fair to assume that information gets copied into these systems perfectly, to be replayed accurately and in its entirety every time the correct retrieval cue is accessed. Memory, it turns out, is much more dynamic than that.
Instead of thinking of memory as something to be recorded and played back, it is more accurate to say you construct memories of events as you go along. The idea of **memory construction** might be hard to accept at first, but it is the simplest way to explain how memories for events change over time. Not only do some of the details of memories fade (as you might realize), but new details also creep into them. For example, imagine that someone tells you a very unusual story that does not make a great deal of sense to you. The story is from a non-Western culture and is quite difficult for you to follow (assuming you are from a Western culture, of course). Over time, as you attempt to recall this story, it will begin to resemble stories that are more familiar to you, with many of the cultural idiosyncrasies forgotten and replaced by themes and details more typical of Western culture (see Window 2).

A number of factors may render a memory incomplete or inaccurate. The kind and amount of processing that takes place at encoding can have a huge impact on the contents of an eventual memory. Also, minor distortions that are consistent with one's view of the world often creep in. Imagine that you are visiting your psychology professor's office for the first time. After leaving, you are asked to report what was in the office. Most people have beliefs about what sorts of objects would be in a professor's office (such as desk, telephone, books), and they would be likely to think they remembered seeing these objects even if they were not actually in the professor's office. Nearly one-third of the participants in a study similar to the situation just described reported seeing books in a professor's office—even though the office had been specifically set up without books to test if participants would falsely remember them (Brewer & Treyens 1981).

Elizabeth Loftus and her colleagues have pioneered research on the **misinformation effect**, perhaps the most dramatic demonstration of the way that memory can be distorted. Loftus's research has demonstrated that information that is given to people after an event occurs, even at retrieval, can lead to memory distortions. For example, research participants who had been shown a slide show of a car accident were later misled to believe that a stop sign was pictured in one of the slides. Many of these participants on a subsequent memory test mistakenly reported that they had seen the stop sign (Loftus et al., 1978).

In another experiment, research participants were asked one of two questions after viewing a videotape of an accident between two cars. In one condition, they were asked, “How fast were the cars going when they hit each other?” In the other condition, participants were asked, “How fast were the cars going when they smashed into each other?” One week later, participants who had been asked the “smashed” version of the question were more likely to report seeing broken glass in the video (Loftus et al., 1985).

The misinformation effect has been demonstrated many times, even leading participants to remember events that did not occur at all, such as spilling a punch bowl or being lost in a mall as a child (Hyman and Pentland, 1996; Loftus and Pickrell, 1995).

---

- **memory construction**: the process of building up a recollection of an event, rather than “playing” a memory, as if it were a recording
- **misinformation effect**: a memory distortion that results when misleading information is presented to people after an event has occurred
- **source misattribution**: a memory distortion in which a person misremembers the actual source of a memory
Debrief

- Can you think of a memory from your life that you would be willing to admit might be a memory distortion?
Module 6: Learning and Conditioning

Many students are confused when they first encounter the concept “learning” in their psychology class. We all know what learning means, having been students for at least 12 years prior to taking a college General Psychology course. Every day, we are asked, encouraged, or forced to “learn” new material in classes. Then you encounter a chapter in a General Psychology textbook called Learning, and it talks about a child who comes to fear a white rat because it is paired with a loud noise or a pigeon that pecks on a surface in order to receive a pellet of food. There seems to be some disconnect here between your experience of learning and what psychologists want to tell you about learning.

But there isn’t really a disconnect. The common thread is this idea: behavior (and knowledge) can change as a result of experience. When it happens, we call it learning. This is an intentionally broad definition. It encompasses both of the phenomena mentioned earlier—a child learning to fear a rat and a pigeon learning to peck—plus all that you are likely to have in mind when you think of learning.

As you read this module, keep in mind that the learning with which you are most familiar, the kind that takes place in a school setting, involves remembering information in order for you to prove that you learned it (for example, for you to perform well on an exam). Thus, it is often useful for you to think of learning and memory as parts of the same process. How can you remember something if you did not learn it? And how can you say that you have learned something if you do not remember it?

This module describes several basic types of learning, but it focuses primarily on two. The first is classical conditioning, in which the learner comes to associate two events in the environment, called stimuli. The second is operant conditioning, in which the learner comes to associate a behavior with its consequences. Together, classical and operant conditioning are sometimes called associative learning, because both involve learning some association, or link. The last section in the module concludes with a description of some other phenomena that also qualify as types of learning.

• 6.1 Learning That Events Are Linked: Classical Conditioning
• 6.2 Learning That Actions Have Consequences: Operant Conditioning
• 6.3 Other views of learning

associative learning: learning based on making a connection between two events in the environment, or stimuli (classical conditioning), or between behavior and its consequences (operant conditioning)

learning: changing knowledge and behavior as a result of experience

READING WITH PURPOSE

Remember and Understand

By reading and studying Module 6, you should be able to remember and describe:

• Learning (psychologist’s definition) (6 introduction)
Apply

By reading and thinking about how the concepts in Module 6 apply to real life, you should be able to:

- Recognize and explain examples of classical conditioning (6.1)
- Recognize and explain examples of operant conditioning (6.2)
- Recognize and explain examples of observational learning (6.3)
- Recognize and explain examples of non-associative learning (6.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 5, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Explain why some bad habit in yourself or others has developed using principles from the module (6.1, 6.2, 6.3)
- Devise a strategy for studying that uses principles from the module (6.1, 6.2, 6.3)

6.1 Learning That Events Are Linked: Classical Conditioning

Activate

- Have you ever developed an aversion to a food because of a bad experience with it? What happened?
- Have you ever developed a fear of some object or situation because of a bad experience? What
Ed is a 55-year-old former Military Police officer. He has complained that he cannot drink beer because, as an MP, he often had to break up fights at bars. Even today, decades after his duty, he finds that the smell of beer gets him too worked up.

Ciara is a dog who seems to be able to read her owner's mind. She seems to know that her owner is going to take her running as soon as he decides to do it.

Although it may not be obvious at first, these two descriptions are both examples of the same psychological phenomenon, classical conditioning. Classical conditioning is learning that two stimuli are associated with each other. A stimulus is simply an event or occurrence that takes place in the environment and leads to a response, or a reaction, in an individual. For example, suppose that you are fortunate enough to have someone feed you dinner every night. Further, suppose that this kind person does this at the same time every night, 6:00 pm. On the first day, you look up at the clock and see that it is 6:00 (a stimulus), and your benefactor makes dinner appear in front of you (another stimulus). Second day, same thing: 6:00, and dinner appears. It will not take you too many days to learn that these two stimuli are associated—every time the clock says 6:00, someone gives you dinner. This is the essence of classical conditioning, and it explains a wide variety of animal and human behavior.

Think carefully for a moment about how we could tell that someone has learned to associate the time on the clock with dinner. Consider the second part of the definition of a stimulus; it leads to a response. One way see if someone has learned that two stimuli are associated would be to observe how he or she responds to the two. If we discover that the person responds to the clock the same way that she responds to dinner, it is reasonable to conclude that she has learned the association between the clock and dinner. Specifically, when you begin to eat dinner, your body responds in very specific ways—for example, salivation begins, the stomach begins to secrete acids, the pancreas begins to secrete insulin, and so on. To keep things simple, focus on the salivation response for a moment. If the person begins to salivate when the clock says 6:00 pm, even when dinner is not served, we can tell that she has learned to associate the two stimuli.

And precisely what association is learned? As psychologists have observed, it is that one stimulus predicts that the other stimulus is about to occur. So, the 6:00 clock face predicts that dinner is about to occur, or the smell of beer for a military police officer predicts that he will soon encounter a fight that he will have to break up.

The mechanisms of classical conditioning were originally spelled out in the early 1900’s by the Russian physiologist Ivan Pavlov. A bit later, classical conditioning was embraced by a group of psychologists known as the behaviorists. John B. Watson, the most famous and influential of the behaviorists, believed that the principles developed by Pavlov could explain all of human behavior. Classical conditioning does do a good job of explaining some very interesting aspects of human (and animal) behavior, although it falls short, of being a complete explanation of human psychology (see Module 9).

---

classical conditioning: a type of associative learning, in which two stimuli are associated, or linked, with each other

response: a reaction to something that takes place in the environment (a stimulus)
**stimulus:** an event or occurrence that takes place in the environment and leads to a response in an individual

**How Two Events Become Linked: Stimulus and Response**

With these basic ideas in mind, we can take a closer look at the details of classical conditioning. As you begin to learn the distinctions among some important terms—what are known as the unconditioned stimulus, unconditioned response, conditioned stimulus, and conditioned response—try to avoid the temptation to memorize through repetition. Rather, recode to make these concepts meaningful (see Module 5). Two key questions will help you in this regard:

- Are you considering something that originated in the environment, or is it a person's (or animal's) reaction to something in the environment? If it originated in the environment, it is a stimulus. If it is a reaction to the stimulus originating in the person (or animal), it is a response.
- Are you looking at a relationship between a stimulus and response that is automatic (unlearned), or did the person (or animal) have to learn it? *Conditioned* means learned, so the answer to this question will tell you whether you are looking at a stimulus and response pairing that is unconditioned or conditioned. Specifically, automatic stimulus-response pairings are called unconditioned, and learned pairings are called conditioned.

Let’s apply these two questions to a specific classical conditioning example. Before Ed became a Military Police officer, the smell of beer probably had very little effect on him. Being called upon to break up a fight, however, does lead to the automatic, and very dramatic, “fight-or-flight” response. For instance, the heart will begin to race, and the digestive system will shut down as blood is diverted from it to the body systems that will allow the person to face the physical danger, principally the respiratory system, circulatory system, and the large skeletal muscles of the arms and legs (see Modules 11 and 28).
The two questions, in this case, are easy to answer:

1. The part that originated in the environment is the fight (the stimulus), and the physiological changes that Ed experiences are what the person does in reaction to the stimulus (the response).
2. The fight-or-flight response is automatic, that is, unlearned, so we are observing an unconditioned stimulus (UCS) and an unconditioned response (UCR).

Classical conditioning occurs when the unconditioned stimulus is paired with something else that originates in the environment (another stimulus), in this case, the smell of beer. Originally, this stimulus had no particular power to produce a response. In other words, it was a neutral stimulus. Over the course of his experience as an MP officer,
though, every time Ed smelled beer, he found himself confronted with a fight to break up. After a few pairings of beer with fight, Ed began to have a fight-or-flight response when he smelled beer alone. This new response was learned, or conditioned, so it is called the conditioned response (CR). The stimulus that elicited it, the smell of beer, is called the conditioned stimulus (CS).

The smell of beer used to be neutral for Ed, but because of the pairing with the bar fights, he learned to associate the two stimuli. Thus, he has been classically conditioned. Again, what he has learned is that the smell of beer—the conditioned stimulus—predicts that a fight—the unconditioned stimulus—is about to occur.

In real life, it is not always so easy to decide whether something is a stimulus or response. A stimulus may occur because of something you did, so it might seem like a response. For example, Ed might open a beer bottle to produce the smell of beer. But that beer smell itself comes from the environment and leads to a response, so it is a stimulus. Similarly, suppose you are the person who feeds yourself at 6:00 every night. Although you prepare the dinner, the food comes from the environment and leads to a response in you (the digestive response). Therefore, it is a stimulus.

Also, it can be challenging to tell the difference between conditioned and unconditioned. If you are having difficulty, consider this observation. The unconditioned stimulus is ALWAYS the unconditioned stimulus. A bar fight leads to the fight-or-flight response the first time, fifth time, tenth time, and thousandth time it happens. It does not change. The conditioned stimulus changes. At first (before conditioning), it is neutral. It leads to nothing interesting. It is only after repeated pairing of this stimulus with the unconditioned stimulus that it begins to lead to response. In other words, it does change. It goes from being a neutral stimulus to a conditioned stimulus.

One other realization might help you keep the distinction between conditioned and unconditioned straight. Think again about what, precisely, is being learned. The individual comes to realize that some formerly meaningless stimulus (smell of beer, clock saying 6:00, etc.) has begun to predict that something important is about to occur.

<table>
<thead>
<tr>
<th><strong>conditioned response (CR):</strong></th>
<th>In classical conditioning, an organism's learned response to a conditioned stimulus</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>conditioned stimulus (CS):</strong></td>
<td>In classical conditioning, an environmental event that an organism associates with an unconditioned stimulus; the conditioned stimulus begins to lead to a reaction that is similar to an unconditioned response.</td>
</tr>
<tr>
<td><strong>neutral stimulus:</strong></td>
<td>In classical conditioning, an environmental event that does not lead to any particular response related to the conditioning situation. This stimulus will become a conditioned stimulus.</td>
</tr>
<tr>
<td><strong>unconditioned response (UCR):</strong></td>
<td>In classical conditioning, an organism's automatic (unlearned) reaction to an unconditioned stimulus</td>
</tr>
<tr>
<td><strong>unconditioned stimulus (UCS):</strong></td>
<td>In classical conditioning, the environmental event that leads to an automatic (unlearned) response</td>
</tr>
</tbody>
</table>

**Higher-order conditioning**

All right. Now suppose you have a very strongly learned conditioned stimulus. As an MP officer, you are unlucky enough to be called on to break up hundreds of fights, each with its corresponding beer smell. In cases like this, the conditioned stimulus can become so well established that it can eventually become an unconditioned stimulus in a future round of classical conditioning. This type of conditioning is called higher-order conditioning. Again, think of it as a “later round” of conditioning. A conditioned stimulus in round one that is very well established becomes the automatic, or
unconditioned, stimulus in round two. Higher-order conditioning can then repeat several times until it is difficult to identify the original conditioned stimulus.

For example, consider the dog, Ciara, we mentioned in the beginning of the section. She has always loved going running with her owner. This stimulus, being taken running, leads to an automatic response: she gets excited. Thus, these are unconditioned stimulus and unconditioned response. Over time, a neutral stimulus, namely a leash, gets paired with the unconditioned stimulus (every time the owner gets the leash, Ciara gets taken running). Thus, the leash becomes a conditioned stimulus that causes Ciara to get excited (conditioned response). Round 1 is over.

Now, begin conditioning round 2. Because the leash had become a strong conditioned stimulus at the end of round 1, it will become an unconditioned stimulus in round 2. A new neutral stimulus, namely the owner putting on running shoes, now gets paired with the new unconditioned stimulus (every time they put on their running shoes, they get the leash). At the end of round 2, putting on running shoes is a conditioned stimulus that will cause Ciara to get excited.

The conditioning can continue to round 3. A new neutral stimulus, the owner going into the closet to get the shoes, gets paired with the new unconditioned stimulus (the conditioned stimulus from round 2, putting on the shoes). And so on.
By the end of several rounds, Ciara has undergone 4th, 5th, or even 6th order conditioning, as she learns to associate new stimuli with previously learned stimuli.

**Higher-order conditioning:** a later round of classical conditioning in which a former conditioned stimulus becomes an unconditioned stimulus and then becomes associated with a new conditioned stimulus

### How Conditioned Responses May Change with Time and Experience

A few more details will help you to recognize and understand the many examples of classical conditioning that you may encounter. The period during which classical conditioning occurs is called **acquisition**. During acquisition, in order for conditioning to occur, the conditioned stimulus must come before the unconditioned stimulus. If you recall the earlier point about prediction, it is easy to see why this is so. In order for the conditioned stimulus to be a good predictor of the unconditioned stimulus, it must come first. A predictor that occurs after, or at the same time as, the event it is supposed to predict is not very useful.

Imagine that you were once bitten by a big yellow dog named Rex. You might easily develop a fear of Rex through classical conditioning. But many people who have an experience like this go on to fear other dogs as well, even little white or black or brown ones; in some cases, they may come to fear all dogs. What has happened is that stimulus generalization has taken place. **Stimulus generalization** occurs whenever a conditioned response occurs in the presence of stimuli that are similar to the original conditioned stimulus. On the other hand, what if you have a dog? In this case, although you might still develop a fear of Rex and some other dogs, it is likely that you would not come to fear your own dog. In this case, stimulus discrimination has occurred. **Stimulus discrimination** is when a conditioned response does not occur in the presence of a stimulus similar to the original conditioned stimulus.

Classical conditioning effects do not last forever; they fade over time. If a conditioned stimulus is presented repeatedly without pairing it with the unconditioned stimulus, the conditioned response will grow weaker and eventually disappear. This is called **extinction**. For example, suppose Rex bites you, and then you adopt a new puppy. At first, because of generalization, you may have a classically conditioned fear of the new puppy. Over time, however, as this puppy (a conditioned stimulus) is presented to you without the unconditioned stimulus—she does not bite you—your fear may fade.

The concept of extinction is perhaps misnamed, however, because the conditioned response is not really dead. After a delay, it will reappear in a weakened from, a process called **spontaneous recovery**.

**Acquisition:** the period during which classical conditioning occurs

**Extinction:** in classical conditioning, the fading away of a conditioned response after repeated presentation of a conditioned stimulus without the unconditioned stimulus

**Spontaneous recovery:** in classical conditioning, the reappearance of a formerly extinct conditioned response after a delay

**Stimulus discrimination:** in classical conditioning, a situation in which an organism learns to not have a conditioned response in the presence of stimuli similar to the original conditioned stimulus
stimulus generalization: in classical conditioning, a situation in which an organism has a conditioned response in the presence of stimuli similar to the original conditioned stimulus

How Understanding Classical Conditioning Can Help You

You may now feel that you can recognize some examples of classical conditioning in your life. It may not be obvious, however, that you can use this knowledge to help you. The thing for you to realize is that many typical conditioned responses—good and bad habits, if you will—are classically conditioned.

For example, many people have a bad habit of falling asleep when they study, particularly if they try to study in bed. Perhaps now you can see this habit as classical conditioning. The comfortable stimulus of your bed may be an unconditioned stimulus that leads to an unconditioned response of drowsiness. If you frequently read your chemistry textbook in bed, the textbook will become a conditioned stimulus that will also make you feel drowsy (even later when you do not read it in bed). Stimulus generalization may also occur, and then you might discover that any textbook (except psychology, of course) makes you feel drowsy.

Other habits, such as being anxious or being unable to study in certain situations, may likewise be examples of classical conditioning. The trick is for you to recognize them as such and use the principles you learned in this section to break the habits. Stop pairing the conditioned stimulus with the unconditioned stimulus (for example, stop reading in bed) to encourage extinction to occur.

Better yet, you might try to make your chemistry book a conditioned stimulus for a more productive conditioned response, such as studying and being alert. This concept, called counterconditioning, replaces an original conditioned response with a new, incompatible conditioned response; it is the basis for a common therapy that psychologists use to treat phobias (see Module 30).

counterconditioning: replacing a conditioned response with an incompatible new conditioned response; it is the basis of some behavioral therapies

Debrief

- If you were able to answer “yes” to any of the questions in the Activate exercise, describe your experiences as examples of classical conditioning, being sure to label the unconditioned stimulus, unconditioned response, conditioned stimulus, and conditioned response.
- If you did not generate any examples in the Activate exercise, describe a new example of a time when you learned the association between two stimuli. Again, be sure you can label the UCS, UCR, CS, and CR.
6.2 Learning That Actions Have Consequences: Operant Conditioning

Suppose you decide to study for an upcoming exam by using recoding for meaning and retrieval practice with the spacing effect. When you get your exam score, you find that you got the highest grade you have ever received. Assuming you find this consequence pleasant, you will be more likely in the future to study using the same techniques. On the other hand, suppose you insult your psychology professor by pointing out that his clothes look funny. On your next written assignment, you get the lowest grade you have ever received. Assuming this consequence is unpleasant, you are rather unlikely to insult your professor again in the future. This, in a nutshell, is operant conditioning.

**operant conditioning:** type of associative learning in which a behavior comes to be associated with its consequences

Understanding Different Kinds of Consequences

In order to understand operant conditioning well, you have to learn to distinguish between the two different types of consequences, known as reinforcement and punishment. As you read the descriptions, take time to understand them and be careful; these concepts are among the most misunderstood in all of psychology.

Let's start abstractly, with the general ideas. Again, pleasant consequences make it more likely that you will repeat a behavior in the future, and unpleasant consequences make it less likely that you will repeat a behavior in the future. Consequences that make it more likely that you will repeat a behavior are called reinforcements, whereas consequences that make it less likely that you will repeat a behavior are called punishments.

There is already a complication that makes it difficult to recognize the difference between reinforcement and punishment. Basically, there are two main ways that we could do something pleasant to you: we can give you something good, or we can take away something bad. Similarly, there are two ways that we could do something unpleasant to you: We can give you something bad, or we can take away something good. These four possibilities constitute the four main types of consequences that are important in operant conditioning; they are called positive reinforcement, negative reinforcement, positive punishment, and negative punishment. This diagram shows how you can decide which type of consequence is creating the learning:
Note that the terms “positive” and “negative” have nothing whatsoever to do with whether the consequence is pleasant or unpleasant. They refer only to whether something was done to you (positive) or taken away from you (negative).

Another reason that many students find it difficult to recognize examples of punishment is that they believe that someone must be doing the punishing. This misconception is consistent with the common usage of the English word punishment—as, for example, when we talk about parents punishing their children. It does not matter where the consequence comes from, however. If the consequence is unpleasant and you are less likely to repeat the behavior in the future, it is punishment.

Let us summarize and recap with an example of each of the four types of consequences:

- Your decision to study using the Module 5 techniques in the future because of the good grade you received on an exam is an example of positive reinforcement. The pleasant consequence occurred because something good (the high grade) happened to you. You are likely to repeat the behavior again—that is what makes the consequence a reinforcement.
- Imagine that you are plagued by anxiety whenever you do not study hard enough for an exam. Every time you do study, you find that the anxiety goes away. You are likely to find this consequence (getting rid of the anxiety) pleasant. Therefore, you are likely to increase your studying, so this consequence is a reinforcement for your behavior. Because the reinforcement occurred by taking away something bad (the anxiety), it is negative reinforcement.
- The example of insulting your psychology professor is positive punishment. The consequence, getting a low grade, will make you unlikely to insult your professor again, which makes it a punishment. And getting a low grade is something bad that happened to you, not a good thing that was removed.
- Losing driving privileges as a consequence of committing traffic violations is an example of negative punishment. A driver who has their license suspended becomes less likely to commit the violations in the future. Thus, because the unpleasant consequence occurs by taking away something good (the right to drive), it is negative punishment.

One additional distinction that you should know is between primary and secondary reinforcers. A primary reinforcer is something that cannot be replaced or substituted by another reinforcer. Examples of primary reinforcers include food, water, and sex. Secondary reinforcers are learned reinforcers that are associated with primary reinforcers. Examples of secondary reinforcers include money, praise, and attention.
reinforcer gains its power to increase behavior because it satisfies some biological need. The clearest examples are food and water. A secondary reinforcer gains its power to increase behavior through learning. In short, you learn that a secondary reinforcer is valuable; hence, it is perceived as rewarding. Perhaps the best example of a secondary reinforcer is money. Both primary and secondary reinforcers can be quite effective at increasing behaviors.

| **negative punishment**: in operant conditioning, punishment that occurs because of the removal of something good |
| **negative reinforcement**: in operant conditioning, reinforcement that occurs because of the removal of something bad |
| **positive punishment**: in operant conditioning, punishment that occurs because of the addition of something bad |
| **positive reinforcement**: in operant conditioning, reinforcement that occurs because of the addition of something good (i.e. that is, a reward) |
| **primary reinforcer**: a reinforcer that meets some biological need |
| **punishment**: in operant conditioning, a consequence of behavior that makes it less likely that the organism will repeat the behavior in the future |
| **reinforcement**: in operant conditioning, a consequence of behavior that makes it more likely that the organism will repeat the behavior in the future |
| **secondary reinforcer**: a reinforcer that has the power to increase behavior because the organism learns that it is valuable |

Why Reinforcement Works Better Than Punishment

You have perhaps noticed something missing in the earlier examples of positive and negative punishment. Consider the insulting the psychology professor scenario. Although you may stop the face-to-face insults if you received a low grade on your assignment, would you then go around thinking and saying only good things about your professor? Probably not. On the contrary, you would likely be very angry and might engage in some other behavior that the professor might find objectionable (for example, complaining to the department head, or leaving a bad review on Ratemyprofessor.com). An important fact to realize about punishment is that, although it may decrease the likelihood of a specific behavior, it does not necessarily replace that behavior with a more appropriate one.

Because punishment only tells you what not to do and not what to do, many psychologists favor the use of reinforcement when trying to influence the behavior of others. Parents, for example, are advised to use punishment sparingly, because it might be followed by some other unwanted behavior. To be sure, when it is necessary to stop a dangerous behavior quickly, punishment may be the only practical means available. A parent should always keep in mind, however, that the child needs to be shown what to do after being shown what not to do. Finally, note that punishment does not refer to physical punishment (e.g., corporal punishment), which is rarely recommended by psychologists (see Module 17).
How Time Affects the Link Between Behavior and Consequence

It is not only the pleasantness or unpleasantness of a consequence that determines its influence on subsequent behavior. Two additional important factors are the amount of time that passes between the behavior and the consequence and the frequency of the consequence.

The amount of time between behavior and consequence has a very strong influence on how effective operant conditioning will be. Immediate consequences are much more effective than delayed consequences. For example, some people find it difficult to take advantage of the delayed positive reinforcement that results from working hard, such as good grades in school or recognition at work. Instead, their behavior is more likely to be influenced by the immediate consequences of goofing off, such as having fun.

As for the frequency of the consequence, suppose someone starts giving you $10 every time you answer a question during class discussions, even if you are wrong. How long do you think it would take you to start answering every question? Then suddenly, your benefactor stops paying you for talking. Now, how long do you think it would take for you to stop answering questions? You have just discovered the characteristics of what is known as **continuous reinforcement**—reinforcement that occurs every time the behavior occurs. You probably realized that with a schedule of continuous reinforcement you would acquire the behavior (answering questions in class) very quickly, which is exactly what is observed when continuous reinforcement is used. You probably also predicted that soon after the reinforcement stops coming, you would stop doing the behavior. Again, this is what happens with continuous reinforcement. Rapid learning and rapid extinction are the hallmarks of continuous reinforcement.

Suppose instead that you get money for speaking in class, but not every time you do it. This method of reinforcement is known as a **partial reinforcement** schedule. It may take you a while to begin speaking in class, but what do you think will happen when the reinforcement stops? Perhaps you figured out that extinction would be much slower with partial reinforcement than with continuous reinforcement.

For example, consider a dog that continues to beg for scraps whenever someone takes food out of the refrigerator, despite the fact that the entire family has been instructed not to give the dog people food. Many years ago, however, this behavior was reinforced on an occasional basis by a well-meaning, but uninformed relative. (“Oh, every so often won't matter, as long as I don't feed him every time.”) He continued begging for 10 years. You can just imagine the dog thinking, “This time, he's going to give me the piece of cheese.”

Similar to what we saw for punishment, there is a clear parenting application to this concept. Parents who give in to their children's tantrums only occasionally are essentially using partial reinforcement of the bad behavior. Much of the advice to parents that they must be consistent in their parenting practices relates to the pitfalls of partial reinforcement.

---

**continuous reinforcement**: reinforcement that occurs after every appearance of a behavior. It leads to rapid learning; when the reinforcement stops, extinction is rapid

**partial reinforcement**: reinforcement that occurs only after some appearances of a behavior. It leads to slow learning; when the reinforcement stops, extinction is slow

---

How Operant Conditioning and Classical Conditioning Work Together

The separate discussions of operant and classical conditioning in this book reflect the historical development of the
two concepts, and make it easier to explain them. In the normal course of the day, however, operant and classical conditioning are not separate. They can work together to cause human and animal behavior.

For example, imagine that your family has a cat that has a habit of walking on the dining room table. In order to train the cat to get off the table, many people use a bottle to spray it with water. Eventually, your kitty would jump off the table as soon as you walked into the room with your spray bottle. The pairing of spray bottle (a CS) with the jet of water (a UCS) is a straightforward example of classical conditioning; your cat learns that the appearance of the spray bottle predicted that she was about to get wet. Getting hit between the eyes with a stream of water (you have to practice your aiming to achieve this) for jumping on the table is a good example of operant conditioning (specifically, positive punishment). Together, these two forms of conditioning can help kitty learn to stay off the table.

**How Shaping Can Help You Change Behavior**

It is probably fairly obvious how you can use the principles of operant conditioning in your own life. For example, there are clear ways to apply the ideas to change your own behavior to improve your study habits or to change your children's behavior. You should know about one more concept to help you in case you ever decide to try these principles, however.

Imagine that you decide to use operant conditioning to increase the length of time that you can study without your mind wandering. Currently, you can make it for about five minutes before some distraction becomes so magnetic that you cannot resist leaving your desk. Your goal is to study for one hour at a time without interruption, so you decide to use positive reinforcement; you will reward yourself with one dollar in a “shopping spree” jar every time you are able to study for one hour. At the end of the month, you can spend that money on anything you want. After 30 days, you reach for your jar to discover with dismay that it is empty. You were never once able to make it to one hour without distraction.

The concept that you need to know to start filling that jar and increasing the length of time that you can study is called shaping. **Shaping** is teaching (or learning) a new behavior by reinforcing closer and closer approximations to the desired behavior. Rather than waiting until you manage a full hour of studying to reward yourself, you can give yourself the money every time you are able to study for 10 minutes, only 5 minutes longer than your current behavior. After you are able to consistently study for 10 minutes, you reward yourself only when you are able to study for 15 minutes, another 5-minute increase over your current study time. Over several weeks, you should be able to increase your study time to an hour straight, but it will be easy because every increase was only a small bump up from what you could already do. Shaping can be used to learn very complex behaviors; the key is keeping individual steps small.

| shaping: in operant conditioning, learning a behavior by reinforcing closer and closer approximations to the final desired behavior |

**Debrief**

- The situations that you described in the Activate exercise (things that happened to you) were probably
examples of positive reinforcement and positive punishment. Please think of several additional examples of operant conditioning that you have experienced so you have examples of positive reinforcement, negative reinforcement, positive punishment, and negative punishment). In each case, was the reinforcement continuous or partial? Were the consequences immediate or delayed?

6.3 Some Other Types of Learning

Stop us if you have heard this one before. Mom and Dad were growing distressed that their two children, Joey, aged 9, and Zoey, aged 11, had begun to use profanity. They realized that they needed to do something fast, so they decided to use physical punishment to stop their children’s swearing. That night at dinner, Zoey says, “Pass the f***ing salt.” Dad immediately turns to Zoey and smacks her face, knocking her glass of milk onto her lap and her food to the floor. Then, he turns to Joey and demands, “Well, what do you have to say about it?” Joey looks at the mess and replies, “Well, you can bet your a** I’m not going to ask for the f***ing salt.”

For the record: we do not condone physical punishment under any circumstances (see Module 17). We just dug up this old joke to make a point about observational learning, which is learning that occurs through watching others’ behavior. Of particular importance is the observation of operant conditioning in someone else. For example, if a child observes his sister being punished for a behavior he may learn not to do it as effectively as if he were being punished himself. Also, as the joke hilariously illustrates (we assume you are still laughing at it), because punishment does not directly tell learners what they are supposed to do, is not a particularly efficient way to change people’s behavior.

Throughout the rest of this module, we have been describing different kinds of associative learning. Even observational learning involves learning that behavior is associated with consequences, just as in operant conditioning. You might be wondering if there is such a thing as non-associative learning. The answer is yes. Non-associative learning occurs when the repetition of a single stimulus leads to a change in an individual. Note, of course, that this stimulus is not linked with anything; it just occurs repeatedly. Over time, your experience, even your very perception of that stimulus might change. Allow us to explain with a couple of examples. Imagine that you visit a friend who lives near an airport for the first time. As your friend is making coffee for the two of you, an airplane flies overhead, and you practically jump out of your skin. Your friend, on the other hand, does not even react, continuing to make the coffee as if nothing has happened. You cannot believe it. “How can you even hear yourself think with that deafening noise?” you ask. “Oh, I got used to it. I barely even hear it anymore,” your friend answers. Your friend has experienced habituation, in which the repetition of the stimulus leads to a reduced reaction or perception over time. On the other hand, consider the opposite kind of non-associative learning, sensitization, in which the repetition of the stimulus causes a stronger reaction or perception over time. We like to call this the annoying-little-brother effect. Imagine that you have a little brother who has the worst habit of scraping his teeth on his fork when he takes it out of his mouth. You are absolutely convinced that he is doing it louder and louder just to annoy you. Maybe. Or maybe you have just experienced sensitization.

habituation: non-associative learning type in which the repetition of some stimulus over time leads to a reduced reaction to the stimulus
**non-associative learning**: learning, or change, that occurs because of the repetition of a single stimulus over time

**observational learning**: learning that occurs through watching others' behavior

**sensitization**: non-associative learning type in which the repetition of some stimulus over time leads to a stronger reaction to the stimulus
7. Module 7: Thinking, Reasoning, and Problem-Solving

This module is about how a solid working knowledge of psychological principles can help you to think more effectively, so you can succeed in school and life. You might be inclined to believe that—because you have been thinking for as long as you can remember, because you are able to figure out the solution to many problems, because you feel capable of using logic to argue a point, because you can evaluate whether the things you read and hear make sense—you do not need any special training in thinking. But this, of course, is one of the key barriers to helping people think better. If you do not believe that there is anything wrong, why try to fix it?

The human brain is indeed a remarkable thinking machine, capable of amazing, complex, creative, logical thoughts. Why, then, are we telling you that you need to learn how to think? Mainly because one major lesson from cognitive psychology is that these capabilities of the human brain are relatively infrequently realized. Many psychologists believe that people are essentially “cognitive misers.” It is not that we are lazy, but that we have a tendency to expend the least amount of mental effort necessary. Although you may not realize it, it actually takes a great deal of energy to think. Careful, deliberative reasoning and critical thinking are very difficult. Because we seem to be successful without going to the trouble of using these skills well, it feels unnecessary to develop them. As you shall see, however, there are many pitfalls in the cognitive processes described in this module. When people do not devote extra effort to learning and improving reasoning, problem solving, and critical thinking skills, they make many errors.

As is true for memory, if you develop the cognitive skills presented in this module, you will be more successful in school. It is important that you realize, however, that these skills will help you far beyond school, even more so than a good memory will. Although it is somewhat useful to have a good memory, ten years from now no potential employer will care how many questions you got right on multiple choice exams during college. All of them will, however, recognize whether you are a logical, analytical, critical thinker. With these thinking skills, you will be an effective, persuasive communicator and an excellent problem solver.

The module begins by describing different kinds of thought and knowledge, especially conceptual knowledge and critical thinking. An understanding of these differences will be valuable as you progress through school and encounter different assignments that require you to tap into different kinds of knowledge. The second section covers deductive and inductive reasoning, which are processes we use to construct and evaluate strong arguments. They are essential skills to have whenever you are trying to persuade someone (including yourself) of some point, or to respond to someone’s efforts to persuade you. The module ends with a section about problem-solving. A solid understanding of the key processes involved in problem-solving will help you to handle many daily challenges.

7.1. Different kinds of thought
7.2. Reasoning and Judgment
7.3. Problem Solving

READING WITH PURPOSE

Remember and Understand

By reading and studying Module 7, you should be able to remember and describe:

• Concepts and inferences (7.1)
• Procedural knowledge (7.1)
• Metacognition (7.1)
• Characteristics of critical thinking: skepticism; identify biases, distortions, omissions, and assumptions; reasoning and problem-solving skills (7.1)
• Reasoning: deductive reasoning, deductively valid argument, inductive reasoning, inductively strong argument, availability heuristic, representativeness heuristic (7.2)
• Fixation: functional fixedness, mental set (7.3)
• Algorithms, heuristics, and the role of confirmation bias (7.3)
• Effective problem-solving sequence (7.3)

Apply

By reading and thinking about how the concepts in Module 7 apply to real life, you should be able to:

• Identify which type of knowledge a piece of information is (7.1)
• Recognize examples of deductive and inductive reasoning (7.2)
• Recognize judgments that have probably been influenced by the availability heuristic (7.2)
• Recognize examples of problem-solving heuristics and algorithms (7.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 7, participating in classroom activities, and completing out-of-class assignments, you should be able to:

• Use the principles of critical thinking to evaluate information (7.1)
• Explain whether examples of reasoning arguments are deductively valid or inductively strong (7.2)
• Outline how you could try to solve a problem from your life using the effective problem-solving sequence (7.3)

7.1. Different kinds of thought and knowledge

Activate

• Take a few minutes to write down everything that you know about dogs.
• Do you believe that:
  ◦ Psychic ability exists?
  ◦ Hypnosis is an altered state of consciousness?
  ◦ Magnet therapy is effective for relieving pain?
  ◦ Aerobic exercise is an effective treatment for depression?
Of course, we all know what is meant by the words *think* and *knowledge*. You probably also realize that they are not unitary concepts; there are different kinds of thought and knowledge. In this section, let us look at some of these differences. If you are familiar with these different kinds of thought and pay attention to them in your classes, it will help you to focus on the right goals, learn more effectively, and succeed in school. Different assignments and requirements in school call on you to use different kinds of knowledge or thought, so it will be very helpful for you to learn to recognize them (Anderson, et al. 2001).

**Factual and conceptual knowledge**

Module 5 introduced the idea of declarative memory, which is composed of facts and episodes. If you have ever played a trivia game or watched Jeopardy on TV, you realize that the human brain is able to hold an extraordinary number of facts. Likewise, you realize that each of us has an enormous store of episodes, essential facts about events that happened in our own lives. It may be difficult to keep that in mind when we are struggling to retrieve one of those facts while taking an exam, however. Part of the problem is that, in contradiction to the advice from Module 5, many students continue to try to memorize course material as a series of unrelated facts (picture a history student simply trying to memorize history as a set of unrelated dates without any coherent story tying them together). Facts in the real world are not random and unorganized, however. It is the way that they are organized that constitutes a second key kind of knowledge, conceptual.

**Concepts** are nothing more than our mental representations of categories of things in the world. For example, think about dogs. When you do this, you might remember specific facts about dogs, such as they have fur and they bark. You may also recall dogs that you have encountered and picture them in your mind. All of this information (and more) makes up your concept of dog. You can have concepts of simple categories (e.g., triangle), complex categories (e.g., small dogs that sleep all day, eat out of the garbage, and bark at leaves), kinds of people (e.g., psychology professors), events (e.g., birthday parties), and abstract ideas (e.g., justice). Gregory Murphy (2002) refers to concepts as the “glue that holds our mental life together” (p. 1). Very simply, summarizing the world by using concepts is one of the most important cognitive tasks that we do. Our conceptual knowledge is our knowledge about the world. Individual concepts are related to each other to form a rich interconnected network of knowledge. For example, think about how the following concepts might be related to each other: dog, pet, play, Frisbee, chew toy, shoe. Or, of more obvious use to you now, how these concepts are related: working memory, long-term memory, declarative memory, procedural memory, and rehearsal? Because our minds have a natural tendency to organize information conceptually, when students try to remember course material as isolated facts, they are working against their strengths.

One last important point about concepts is that they allow you to instantly know a great deal of information about something. For example, if someone hands you a small red object and says, “here is an apple,” they do not have to tell you, “it is something you can eat.” You already know that you can eat it because it is true by virtue of the fact that the object is an apple; this is called drawing an **inference**, assuming that something is true on the basis of your previous knowledge (for example, of category membership or of how the world works) or logical reasoning.
Procedural knowledge

Physical skills, such as tying your shoes, doing a cartwheel, and driving a car (or doing all three at the same time, but don't try this at home) are certainly a kind of knowledge. They are procedural knowledge, the same idea as procedural memory that you saw in Module 5. Mental skills, such as reading, debating, and planning a psychology experiment, are procedural knowledge, as well. In short, procedural knowledge is the knowledge how to do something (Cohen & Eichenbaum, 1993).

Metacognitive knowledge

Floyd used to think that he had a great memory. Now, he has a better memory. Why? Because he finally realized that his memory was not as great as he once thought it was. Because Floyd eventually learned that he often forgets where he put things, he finally developed the habit of putting things in the same place. (Unfortunately, he did not learn this lesson before losing at least 5 watches and a wedding ring.) Because he finally realized that he often forgets to do things, he finally started using the To Do list app on his phone. And so on. Floyd's insights about the real limitations of his memory have allowed him to remember things that he used to forget.

All of us have knowledge about the way our own minds work. You may know that you have a good memory for people's names and a poor memory for math formulas. Someone else might realize that they have difficulty remembering to do things, like stopping at the store on the way home. Others still know that they tend to overlook details. This knowledge about our own thinking is actually quite important; it is called metacognitive knowledge, or metacognition. Like other kinds of thinking skills, it is subject to error. For example, in unpublished research, one of the authors surveyed about 120 General Psychology students on the first day of the term. Among other questions, the students were asked to predict their grade in the class and report their current Grade Point Average. Two-thirds of the students predicted that their grade in the course would be higher than their GPA. (The reality is that at our college, students tend to earn lower grades in psychology than their overall GPA.) Another example: Students routinely report that they thought they had done well on an exam, only to discover, to their dismay, that they were wrong (more on that important problem in a moment). Both errors reveal a breakdown in metacognition.

The Dunning-Kruger Effect

In general, most college students probably do not study enough. For example, using data from the National Survey of Student Engagement, Fosnacht et al. (2018) reported that first-year students at 4-year colleges in the U.S. averaged less than 14 hours per week preparing for classes. The typical suggestion is that you should spend two hours outside of class for every hour in class, or 24 – 30 hours per week for a full-time student. Clearly, students generally are nowhere near that recommended mark. Many observers, including some faculty, believe that this shortfall is a result of students being too busy or lazy. Now, it may be true that many students are too busy, with work and family obligations, for example. Others are not particularly motivated in school, and therefore might correctly be labeled lazy. A third possible explanation, however, is that some students might not think they need to spend this much time. And this is a matter of metacognition. Consider the scenario that we mentioned above, students thinking they had done well on an exam only to discover that they did not. Justin Kruger and David Dunning examined scenarios very much like this in 1999. Kruger and Dunning gave research participants tests measuring humor, logic, and grammar. Then, they asked the participants to assess their own abilities and test performance in these areas. They found that participants generally tended to overestimate their abilities, already a problem with metacognition. Importantly, the participants who scored the lowest overestimated their abilities the most. Specifically, students who scored in the bottom quarter (averaging in the 12th
percentile) thought they had scored in the 62nd percentile. This has become known as the Dunning-Kruger effect. Many individual faculty members have replicated these results with their own students on their course exams, including the authors of this book. Think about it. Some students who just took an exam and performed poorly believe that they did well before seeing their score. It seems very likely that these are the very same students who stopped studying the night before because they thought they were “done.” Quite simply, it is not just that they did not know the material. They did not know that they did not know the material. That is poor metacognition.

In order to develop good metacognitive skills, you should continually monitor your thinking and seek frequent feedback on the accuracy of your thinking (Medina et al., 2017). For example, in classes get in the habit of predicting your exam grades. As soon as possible after taking an exam, try to find out which questions you missed and try to figure out why. If you do this soon enough, you may be able to recall the way it felt when you originally answered the question. Did you feel confident that you had answered the question correctly? Then you have just discovered an opportunity to improve your metacognition. Be on the lookout for that feeling and respond with caution.

<table>
<thead>
<tr>
<th>concept: a mental representation of a category of things in the world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dunning-Kruger effect: individuals who are less competent tend to overestimate their abilities more than individuals who are more competent do</td>
</tr>
<tr>
<td>inference: an assumption about the truth of something that is not stated. Inferences come from our prior knowledge and experience, and from logical reasoning</td>
</tr>
<tr>
<td>metacognition: knowledge about one’s own cognitive processes; thinking about your thinking</td>
</tr>
</tbody>
</table>

Critical thinking

One particular kind of knowledge or thinking skill that is related to metacognition is critical thinking (Chew, 2020). You may have noticed that critical thinking is an objective in many college courses, and thus it could be a legitimate topic to cover in nearly any college course. It is particularly appropriate in psychology, however. As the science of (behavior and) mental processes, psychology is obviously well suited to be the discipline through which you should be introduced to this important way of thinking.

More importantly, there is a particular need to use critical thinking in psychology. We are all, in a way, experts in human behavior and mental processes, having engaged in them literally since birth. Thus, perhaps more than in any other class, students typically approach psychology with very clear ideas and opinions about its subject matter. That is, students already “know” a lot about psychology. The problem is, “it ain’t so much the things we don’t know that get us into trouble. It’s the things we know that just ain’t so” (Ward, quoted in Gilovich 1991). Indeed, many of students’ preconceptions about psychology are just plain wrong. Randolph Smith (2002) wrote a book about critical thinking in psychology called Challenging Your Preconceptions, highlighting this fact. On the other hand, many of students’ preconceptions about psychology are just plain right! But wait, how do you know which of your preconceptions are right and which are wrong? And when you come across a research finding or theory in this class that contradicts your preconceptions, what will you do? Will you stick to your original idea, discounting the information from the class? Will you immediately change your mind? Critical thinking can help us sort through this confusing mess.

But what is critical thinking? The goal of critical thinking is simple to state (but extraordinarily difficult to achieve): it is to be right, to draw the correct conclusions, to believe in things that are true and to disbelieve things that are false. We will provide two definitions of critical thinking (or, if you like, one large definition with two distinct parts).
First, a more conceptual one: Critical thinking is thinking like a scientist in your everyday life (Schmaltz et al., 2017). Our second definition is more operational; it is simply a list of skills that are essential to be a critical thinker. Critical thinking entails solid reasoning and problem-solving skills; skepticism; and an ability to identify biases, distortions, omissions, and assumptions. Excellent deductive and inductive reasoning, and problem-solving skills contribute to critical thinking. So, you can consider the subject matter of sections 7.2 and 7.3 to be part of critical thinking. Because we will be devoting considerable time to these concepts in the rest of the module, let us begin with a discussion about the other aspects of critical thinking.

**critical thinking**: Thinking like a scientist in your everyday life for the purpose of drawing correct conclusions. It entails skepticism; an ability to identify biases, distortions, omissions, and assumptions; and excellent deductive and inductive reasoning, and problem-solving skills.

Let’s address that first part of the definition. Scientists form hypotheses, or predictions, about some possible future observations. Then, they collect data or information (think of this as making those future observations). They do their best to make unbiased observations using reliable techniques that have been verified by others. Then, and only then, they draw a conclusion about what those observations mean. Oh, and do not forget the most important part. “Conclusion” is probably not the most appropriate word because this conclusion is only tentative. A scientist is always prepared that someone else might come along and produce new observations that would require a new conclusion to be drawn. Wow! If you like to be right, you could do a lot worse than using a process like this.

**A Critical Thinker’s Toolkit**

Now for the second part of the definition. Good critical thinkers (and scientists) rely on a variety of tools to evaluate information. Perhaps the most recognizable tool for critical thinking is **skepticism** (and this term provides the clearest link to the thinking like a scientist definition, as you are about to see). Some people intend it as an insult when they call someone a skeptic. But if someone calls you a skeptic, if they are using the term correctly, you should consider it a great compliment. Simply put, skepticism is a way of thinking in which you refrain from drawing a conclusion or changing your mind until good evidence has been provided. People from Missouri should recognize this principle, as Missouri is known as the Show-Me State. As a skeptic, you are not inclined to believe something just because someone said so, because someone else believes it, or because it sounds reasonable. You must be persuaded by high-quality evidence.

Of course, if that evidence is produced, you have a responsibility as a skeptic to change your belief. Failure to change a belief in the face of good evidence is not skepticism; skepticism has open-mindedness at its core. M. Neil Browne and Stuart Keeley (2018) use the term weak sense critical thinking to describe critical thinking behaviors that are used only to strengthen a prior belief. Strong sense critical thinking, on the other hand, has as its goal reaching the best conclusion. Sometimes that means strengthening your prior belief, but sometimes it means changing your belief to accommodate the better evidence.

Many times, a failure to think critically or a weak sense of critical thinking is related to a **bias**, an inclination, tendency, leaning, or prejudice. Everybody has biases, but many people are unaware of them. Awareness of your own biases gives you the opportunity to control or counteract them. Unfortunately, however, many people are happy to let their biases creep into their attempts to persuade others; indeed, it is a key part of their persuasive strategy. To see how these biases influence messages, just look at the different descriptions and explanations of the same events given by people of different ages or income brackets, or conservative versus liberal commentators, or by commentators from different
parts of the world. Of course, to be successful, these people who are consciously using their biases must disguise them. Even undisguised biases can be difficult to identify, so disguised ones can be nearly impossible.

Here are some common sources of biases:

- **Personal values and beliefs.** Some people believe that human beings are basically driven to seek power and that they are typically in competition with one another over scarce resources. These beliefs are similar to the worldview that political scientists call “realism.” Other people believe that human beings prefer to cooperate and that, given the chance, they will do so. These beliefs are similar to the worldview known as “idealism.” For many people, these deeply held beliefs can influence, or bias, their interpretations of such wide-ranging situations as the behavior of nations and their leaders or the behavior of the driver in the car ahead of you. For example, if your worldview is that people are typically in competition and someone cuts you off on the highway, you may assume that the driver did it purposely to get ahead of you. Other types of beliefs about the way the world is or the way the world should be, for example, political beliefs, can similarly become a significant source of bias.

- **Racism, sexism, ageism and other forms of prejudice and bigotry.** These are, sadly, a common source of bias in many people. They are essentially a special kind of “belief about the way the world is.” These beliefs—for example, that women do not make effective leaders—lead people to ignore contradictory evidence (examples of effective women leaders, or research that disputes the belief) and to interpret ambiguous evidence in a way consistent with the belief.

- **Self-interest.** When particular people benefit from things turning out a certain way, they can sometimes be very susceptible to letting that interest bias them. For example, a company that will earn a profit if they sell their product may have a bias in the way that they give information about their product. A union that will benefit if its members get a generous contract might have a bias in the way it presents information about salaries at competing organizations. (Note that our inclusion of examples describing both companies and unions is an explicit attempt to control for our own personal biases). Homebuyers are often dismayed to discover that they purchased their dream house from someone whose self-interest led them to lie about flooding problems in the basement or back yard. This principle, the biasing power of self-interest, is likely what led to the famous phrase *Caveat Emptor* (let the buyer beware).

Knowing that these types of biases exist will help you evaluate evidence more critically. Do not forget, though, that people are not always keen to let you discover the sources of biases in their arguments. For example, companies or political organizations can disguise their support of a research study by contracting with a university professor, who comes complete with a seemingly unbiased institutional affiliation, to conduct the study.

People's biases, conscious or unconscious, can lead them to make omissions, distortions, and assumptions that undermine our ability to correctly evaluate evidence. It is essential that you look for these elements. Always ask, what is missing, what is not as it appears, and what is being assumed here? For example, consider this (fictional) chart from an ad reporting customer satisfaction at 4 local health clubs.
Clearly, from the results of the chart, one would be tempted to give Club C a try, as customer satisfaction is much higher than for the other 3 clubs.

There are so many distortions and omissions in this chart, however, that it is actually quite meaningless. First, how was satisfaction measured? Do the bars represent responses to a survey? If so, how were the questions asked? Most importantly, where is the missing scale for the chart? Although the differences look quite large, are they really?

Well, here is the same chart, with a different scale, this time labeled:

Club C is not so impressive anymore, is it? In fact, all of the health clubs have customer satisfaction ratings (whatever that means) between 85% and 88%. In the first chart, the entire scale of the graph included only the percentages...
between 83 and 89. This “judicious” choice of scale—some would call it a distortion—and omission of that scale from the chart make the tiny differences among the clubs seem important, however.

Also, in order to be a critical thinker, you need to learn to pay attention to the assumptions that underlie a message. Let us briefly illustrate the role of assumptions by touching on some people's beliefs about the criminal justice system in the US. Some believe that a major problem with our judicial system is that many criminals go free because of legal technicalities. Others believe that a major problem is that many innocent people are convicted of crimes. The simple fact is, both types of errors occur. A person's conclusion about which flaw in our judicial system is the greater tragedy is based on an assumption about which of these is the more serious error (letting the guilty go free or convicting the innocent). This type of assumption is called a value assumption (Browne and Keeley, 2018). It reflects the differences in values that people develop, differences that may lead us to disregard valid evidence that does not fit in with our particular values.

Oh, by the way, some students probably noticed this, but the seven tips for evaluating information that we shared in Module 1 are related to this. Actually, they are part of this section. The tips are, to a very large degree, a set of ideas you can use to help you identify biases, distortions, omissions, and assumptions. If you do not remember this section, we strongly recommend you take a few minutes to review it.

**Debrief**

- Which of your beliefs (or disbeliefs) from the Activate exercise for this section were derived from a process of critical thinking? If some of your beliefs were not based on critical thinking, are you willing to reassess these beliefs? If the answer is no, why do you think that is? If the answer is yes, what concrete steps will you take?

---

**skepticism**: a way of thinking in which you refrain from drawing a conclusion or changing your mind until good evidence has been provided

**bias**: an inclination, tendency, leaning, or prejudice
7.2 Reasoning and Judgment

An essential set of procedural thinking skills is reasoning, the ability to generate and evaluate solid conclusions from a set of statements or evidence. You should note that these conclusions (when they are generated instead of being evaluated) are one key type of inference that we described in Section 7.1. There are two main types of reasoning, deductive and inductive.

**Deductive reasoning**

Suppose your teacher tells you that if you get an A on the final exam in a course, you will get an A for the whole course. Then, you get an A on the final exam. What will your final course grade be? Most people can see instantly that you can conclude with certainty that you will get an A for the course. This is a type of reasoning called deductive reasoning, which is defined as reasoning in which a conclusion is guaranteed to be true as long as the statements leading to it are true. The three statements can be listed as an argument, with two beginning statements and a conclusion:

- **Statement 1:** If you get an A on the final exam, you will get an A for the course
- **Statement 2:** You get an A on the final exam
- **Conclusion:** You will get an A for the course

This particular arrangement, in which true beginning statements lead to a guaranteed true conclusion, is known as a deducitively valid argument. Although deductive reasoning is often the subject of abstract, brain-teasing, puzzle-like word problems, it is actually an extremely important type of everyday reasoning. It is just hard to recognize sometimes. For example, imagine that you are looking for your car keys and you realize that they are either in the kitchen drawer or in your bookbag. After looking in the kitchen drawer, you instantly know that they must be in your bookbag. That conclusion results from a simple deductive reasoning argument. In addition, solid deductive reasoning skills are necessary for you to succeed in the sciences, philosophy, math, computer programming, and any endeavor involving the use of logic to persuade others to your point of view or to evaluate others’ arguments.

Cognitive psychologists, and before them philosophers, have been quite interested in deductive reasoning, not so much for its practical applications, but for the insights it can offer them about the ways that human beings think. One of the early ideas to emerge from the examination of deductive reasoning is that people learn (or develop) mental versions of rules that allow them to solve these types of reasoning problems (Braine, 1978; Braine, Reiser, & Rumain, 1984). The best way to see this point of view is to realize that there are different possible rules, and some of them are very simple. For example, consider this rule of logic:

\[
\begin{align*}
p & \lor q \\
\neg p & \\
\therefore q
\end{align*}
\]
Logical rules are often presented abstractly, as letters, in order to imply that they can be used in very many specific situations. Here is a concrete version of the of the same rule:

I’ll either have pizza or a hamburger for dinner tonight (p or q)
I won’t have pizza (not p)
Therefore, I’ll have a hamburger (therefore q)

This kind of reasoning seems so natural, so easy, that it is quite plausible that we would use a version of this rule in our daily lives. At least, it seems more plausible than some of the alternative possibilities—for example, that we need to have experience with the specific situation (pizza or hamburger, in this case) in order to solve this type of problem easily. So perhaps there is a form of natural logic (Rips, 1990) that contains very simple versions of logical rules. When we are faced with a reasoning problem that maps onto one of these rules, we use the rule.

But be very careful; things are not always as easy as they seem. Even these simple rules are not so simple. For example, consider the following rule. Many people fail to realize that this rule is just as valid as the pizza or hamburger rule above.

if p, then q
not q
therefore, not p

Concrete version:
If I eat dinner, then I will have dessert
I did not have dessert
Therefore, I did not eat dinner

The simple fact is, it can be very difficult for people to apply rules of deductive logic correctly; as a result, they make many errors when trying to do so. Is this a deductively valid argument or not?

Students who like school study a lot
Students who study a lot get good grades
Jane does not like school
Therefore, Jane does not get good grades

Many people are surprised to discover that this is not a logically valid argument; the conclusion is not guaranteed to be true from the beginning statements. Although the first statement says that students who like school study a lot, it does NOT say that students who do not like school do not study a lot. In other words, it may very well be possible to study a lot without liking school. Even people who sometimes get problems like this right might not be using the rules of deductive reasoning. Instead, they might just be making judgments for examples they know, in this case, remembering instances of people who get good grades despite not liking school.

Making deductive reasoning even more difficult is the fact that there are two important properties that an argument may have. One, it can be valid or invalid (meaning that the conclusion does or does not follow logically from the statements leading up to it). Two, an argument (or more correctly, its conclusion) can be true or false. Here is an example of an argument that is logically valid, but has a false conclusion (at least we think it is false).

Either you are eleven feet tall or the Grand Canyon was created by a spaceship crashing into the earth.
You are not eleven feet tall
Therefore the Grand Canyon was created by a spaceship crashing into the earth

This argument has the exact same form as the pizza or hamburger argument above, making it is deductively valid. The conclusion is so false, however, that it is absurd (of course, the reason the conclusion is false is that the first statement is false). When people are judging arguments, they tend to not observe the difference between deductive validity and the empirical truth of statements or conclusions. If the elements of an argument happen to be true, people are likely to judge the argument logically valid; if the elements are false, they will very likely judge it invalid (Markovits & Bouffard-Bouchard, 1992; Mosham & Franks, 1986). Thus, it seems a stretch to say that people are using these logical rules to judge the validity of arguments. Many psychologists believe that most people actually have very limited deductive reasoning skills (Johnson-Laird, 1999). They argue that when faced with a problem for which deductive logic is required, people resort to some simpler technique, such as matching terms that appear in the statements and the conclusion (Evans, 1982). This might not seem like a problem, but what if reasoners believe that the elements are true and they
happen to be wrong; they will believe that they are using a form of reasoning that guarantees they are correct and yet be wrong.

**reasoning**, the ability to generate and evaluate solid conclusions from a set of statements or evidence

**deductive reasoning**: a type of reasoning in which the conclusion is guaranteed to be true any time the statements leading up to it are true

**argument**: a set of statements in which the beginning statements lead to a conclusion

**deductively valid argument**: an argument for which true beginning statements guarantee that the conclusion is true

---

**Inductive reasoning and judgment**

Every day, you make many judgments about the likelihood of one thing or another. Whether you realize it or not, you are practicing **inductive reasoning** on a daily basis. In inductive reasoning arguments, a conclusion is likely whenever the statements preceding it are true. The first thing to notice about inductive reasoning is that, by definition, you can never be sure about your conclusion; you can only estimate how likely the conclusion is. Inductive reasoning may lead you to focus on Memory Encoding and Recoding when you study for the exam, but it is possible the instructor will ask more questions about Memory Retrieval instead. Unlike deductive reasoning, the conclusions you reach through inductive reasoning are only probable, not certain. That is why scientists consider inductive reasoning weaker than deductive reasoning. But imagine how hard it would be for us to function if we could not act unless we were certain about the outcome.

Inductive reasoning can be represented as logical arguments consisting of statements and a conclusion, just as deductive reasoning can be. In an inductive argument, you are given some statements and a conclusion (or you are given some statements and must draw a conclusion). An argument is **inductively strong** if the conclusion would be very probable whenever the statements are true. So, for example, here is an inductively strong argument:

- Statement #1: The forecaster on Channel 2 said it is going to rain today.
- Statement #2: The forecaster on Channel 5 said it is going to rain today.
- Statement #3: It is very cloudy and humid.
- Statement #4: You just heard thunder.
- Conclusion (or judgment): It is going to rain today.

Think of the statements as evidence, on the basis of which you will draw a conclusion. So, based on the evidence presented in the four statements, it is very likely that it will rain today. Will it definitely rain today? Certainly not. We can all think of times that the weather forecaster was wrong.

A true story: Some years ago psychology student was watching a baseball playoff game between the St. Louis Cardinals and the Los Angeles Dodgers. A graphic on the screen had just informed the audience that the Cardinal at bat, (Hall of Fame shortstop) Ozzie Smith, a switch hitter batting left-handed for this plate appearance, had never, in nearly 3000 career at-bats, hit a home run left-handed. The student, who had just learned about inductive reasoning in his psychology class, turned to his companion (a Cardinals fan) and smugly said, “It is an inductively strong argument that Ozzie Smith will not hit a home run.” He turned back to face the television just in time to watch the ball sail over the
right-field fence for a home run. Although the student felt foolish at the time, he was not wrong. It was an inductively strong argument; 3000 at-bats is an awful lot of evidence suggesting that the Wizard of Ozz (as he was known) would not be hitting one out of the park (think of each at-bat without a home run as a statement in an inductive argument). Sadly (for the die-hard Cubs fan and Cardinals-hating student), despite the strength of the argument, the conclusion was wrong.

Given the possibility that we might draw an incorrect conclusion even with an inductively strong argument, we really want to be sure that we do, in fact, make inductively strong arguments. If we judge something probable, it had better be probable. If we judge something nearly impossible, it had better not happen. Think of inductive reasoning, then, as making reasonably accurate judgments of the probability of some conclusion given a set of evidence.

We base many decisions in our lives on inductive reasoning. For example:

Statement #1: Psychology is not my best subject
Statement #2: My psychology instructor has a reputation for giving difficult exams
Statement #3: My first psychology exam was much harder than I expected
Judgment: The next exam will probably be very difficult.
Decision: I will study tonight instead of watching Netflix.

Some other examples of judgments that people commonly make in a school context include judgments of the likelihood that:

- A particular class will be interesting/useful/difficult
- You will be able to finish writing a paper by next week if you go out tonight
- Your laptop's battery will last through the next trip to the library
- You will not miss anything important if you skip class tomorrow
- Your instructor will not notice if you skip class tomorrow
- You will be able to find a book that you will need for a paper
- There will be an essay question about Memory Encoding on the next exam

Tversky and Kahneman (1983) recognized that there are two general ways that we might make these judgments; they termed them extensional (i.e., following the laws of probability) and intuitive (i.e., using shortcuts or heuristics, see below). We will use a similar distinction between Type 1 and Type 2 thinking, as described by Keith Stanovich and his colleagues (Evans and Stanovich, 2013; Stanovich and West, 2000). **Type 1 thinking** is fast, automatic, effortful, and emotional. In fact, it is hardly fair to call it reasoning at all, as judgments just seem to pop into one's head. **Type 2 thinking**, on the other hand, is slow, effortful, and logical. So obviously, it is more likely to lead to a correct judgment, or an optimal decision. The problem is, we tend to over-rely on Type 1. Now, we are not saying that Type 2 is the right way to go for every decision or judgment we make. It seems a bit much, for example, to engage in a step-by-step logical reasoning procedure to decide whether we will have chicken or fish for dinner tonight.

Many bad decisions in some very important contexts, however, can be traced back to poor judgments of the likelihood of certain risks or outcomes that result from the use of Type 1 when a more logical reasoning process would have been more appropriate. For example:

Statement #1: It is late at night.
Statement #2: Albert has been drinking beer for the past five hours at a party.
Statement #3: Albert is not exactly sure where he is or how far away home is.
Judgment: Albert will have no difficulty walking home.
Decision: He walks home alone.

As you can see in this example, the three statements backing up the judgment do not really support it. In other words, this argument is not inductively strong because it is based on judgments that ignore the laws of probability. What are the chances that someone facing these conditions will be able to walk home alone easily? And one need not be drunk to make poor decisions based on judgments that just pop into our heads.

The truth is that many of our probability judgments do not come very close to what the laws of probability say they
should be. Think about it. In order for us to reason in accordance with these laws, we would need to know the laws of probability, which would allow us to calculate the relationship between particular pieces of evidence and the probability of some outcome (i.e., how much likelihood should change given a piece of evidence), and we would have to do these heavy math calculations in our heads. After all, that is what Type 2 requires. Needless to say, even if we were motivated, we often do not even know how to apply Type 2 reasoning in many cases.

So what do we do when we don't have the knowledge, skills, or time required to make the correct mathematical judgment? Do we hold off and wait until we can get better evidence? Do we read up on probability and fire up our calculator app so we can compute the correct probability? Of course not. We rely on Type 1 thinking. We “wing it.” That is, we come up with a likelihood estimate using some means at our disposal. Psychologists use the term heuristic to describe the type of “winging it” we are talking about. A **heuristic** is a shortcut strategy that we use to make some judgment or solve some problem (see Section 7.3). Heuristics are easy and quick, think of them as the basic procedures that are characteristic of Type 1. They can absolutely lead to reasonably good judgments and decisions in some situations (like choosing between chicken and fish for dinner). They are, however, far from foolproof. There are, in fact, quite a lot of situations in which heuristics can lead us to make incorrect judgments, and in many cases, the decisions based on those judgments can have serious consequences.

Let us return to the activity that begins this section. You were asked to judge the likelihood (or frequency) of certain events and risks. You were free to come up with your own evidence (or statements) to make these judgments. This is where a heuristic crops up. As a judgment shortcut, we tend to generate specific examples of those very events to help us decide their likelihood or frequency. For example, if we are asked to judge how common, frequent, or likely a particular type of cancer is, many of our statements would be examples of specific cancer cases:

- **Statement #1**: Andy Kaufman (comedian) had lung cancer.
- **Statement #2**: Colin Powell (US Secretary of State) had prostate cancer.
- **Statement #3**: Bob Marley (musician) had skin and brain cancer
- **Statement #4**: Sandra Day O’Connor (Supreme Court Justice) had breast cancer.
- **Statement #5**: Fred Rogers (children’s entertainer) had stomach cancer.
- **Statement #6**: Robin Roberts (news anchor) had breast cancer.
- **Statement #7**: Bette Davis (actress) had breast cancer.

**Judgment**: Breast cancer is the most common type.

Your own experience or memory may also tell you that breast cancer is the most common type. But it is not (although it is common). Actually, skin cancer is the most common type in the US. We make the same types of misjudgments all the time because we do not generate the examples or evidence according to their actual frequencies or probabilities. Instead, we have a tendency (or bias) to search for the examples in memory; if they are easy to retrieve, we assume that they are common. To rephrase this in the language of the heuristic, events seem more likely to the extent that they are available to memory. This bias has been termed the **availability heuristic** (Kahneman and Tversky, 1974).

The fact that we use the availability heuristic does not automatically mean that our judgment is wrong. The reason we use heuristics in the first place is that they work fairly well in many cases (and, of course, that they are easy to use). So, the easiest examples to think of sometimes are the most common ones. Is it more likely that a member of the U.S. Senate is a man or a woman? Most people have a much easier time generating examples of male senators. And as it turns out, the U.S. Senate has many more men than women (74 to 26 in 2020). In this case, then, the availability heuristic would lead you to make the correct judgment; it is far more likely that a senator would be a man.

In many other cases, however, the availability heuristic will lead us astray. This is because events can be memorable for many reasons other than their frequency. Section 5.2, Encoding Meaning, suggested that one good way to encode the meaning of some information is to form a mental image of it. Thus, information that has been pictured mentally will be more available to memory. Indeed, an event that is vivid and easily pictured will trick many people into supposing that type of event is more common than it actually is. Repetition of information will also make it more memorable. So, if the same event is described to you in a magazine, on the evening news, on a podcast that you listen to, and in your Facebook feed; it will be very available to memory. Again, the availability heuristic will cause you to misperceive the frequency of these types of events.
Most interestingly, information that is unusual is more memorable. Suppose we give you the following list of words to remember: box, flower, letter, platypus, oven, boat, newspaper, purse, drum, car. Very likely, the easiest word to remember would be platypus, the unusual one. The same thing occurs with memories of events. An event may be available to memory because it is unusual, yet the availability heuristic leads us to judge that the event is common. Did you catch that? In these cases, the availability heuristic makes us think the exact opposite of the true frequency. We end up thinking something is common because it is unusual (and therefore memorable). Yikes.

The misapplication of the availability heuristic sometimes has unfortunate results. For example, if you went to K–12 school in the US over the past 10 years, it is extremely likely that you have participated in lockdown and active shooter drills. Of course, everyone is trying to prevent the tragedy of another school shooting. And believe us, we are not trying to minimize how terrible the tragedy is. But the truth of the matter is, school shootings are extremely rare. Because the federal government does not keep a database of school shootings, the Washington Post has maintained its own running tally. Between 1999 and January 2020 (the date of the most recent school shootings with a death in the US at the time this paragraph was written), the Post reported a total of 254 people died in school shootings in the US. Not 254 per year, 254 total. That is an average of 12 per year. Of course, that is 254 people who should not have died (particularly because many were children), but in a country with approximately 60,000,000 students and teachers, this is a very small risk.

But many students and teachers are terrified that they will be victims of school shootings because of the availability heuristic. It is so easy to think of examples (they are very available to memory) that people believe the event is very common. It is not. And there is a downside to this. We happen to believe that there is an enormous gun violence problem in the United States. According to the Centers for Disease Control and Prevention, there were 39,773 firearm deaths in the US in 2017. Fifteen of those deaths were in school shootings, according to the Post. 60% of those deaths were suicides. When people pay attention to the school shooting risk (low), they often fail to notice the much larger risk.

And examples like this are by no means unique. The authors of this book have been teaching psychology since the 1990s. We have been able to make the exact same arguments about the misapplication of the availability heuristics and keep them current by simply swapping out for the “fear of the day.” In the 1990’s it was children being kidnapped by strangers (it was known as “stranger danger”) despite the facts that kidnappings accounted for only 2% of the violent crimes committed against children, and only 24% of kidnappings are committed by strangers (US Department of Justice, 2007). This fear overlapped with the fear of terrorism that gripped the country after the 2001 terrorist attacks on the World Trade Center and US Pentagon and still plagues the population of the US somewhat in 2020. After a well-publicized, sensational act of violence, people are extremely likely to increase their estimates of the chances that they, too, will be victims of terror. Think about the reality, however. In October of 2001, a terrorist mailed anthrax spores to members of the US government and a number of media companies. A total of five people died as a result of this attack. The nation was nearly paralyzed by the fear of dying from the attack; in reality, the probability of an individual person dying was 0.00000002.

The availability heuristic can lead you to make incorrect judgments in a school setting as well. For example, suppose you are trying to decide if you should take a class from a particular math professor. You might try to make a judgment of how good a teacher she is by recalling instances of friends and acquaintances making comments about her teaching skill. You may have some examples that suggest that she is a poor teacher very available to memory, so on the basis of the availability heuristic, you judge her a poor teacher and decide to take the class from someone else. What if, however, the instances you recalled were all from the same person, and this person happens to be a very colorful storyteller? The subsequent ease of remembering the instances might not indicate that the professor is a poor teacher after all.

Although the availability heuristic is obviously important, it is not the only judgment heuristic we use. Amos Tversky and Daniel Kahneman examined the role of heuristics in inductive reasoning in a long series of studies. Kahneman received a Nobel Prize in Economics for this research in 2002, and Tversky would have certainly received one as well if he had not died of melanoma at age 59 in 1996 (Nobel Prizes are not awarded posthumously). Kahneman and Tversky demonstrated repeatedly that people do not reason in ways that are consistent with the laws of probability. They identified several heuristic strategies that people use instead to make judgments about likelihood. The importance of this work for economics (and the reason that Kahneman was awarded the Nobel Prize) is that earlier economic theories had assumed that people do make judgments rationally, that is, in agreement with the laws of probability.
Another common heuristic that people use for making judgments is the **representativeness heuristic** (Kahneman & Tversky 1973). Suppose we describe a person to you. He is quiet and shy, has an unassuming personality, and likes to work with numbers. Is this person more likely to be an accountant or an attorney? If you said accountant, you were probably using the representativeness heuristic. Our imaginary person is judged likely to be an accountant because he resembles, or is representative of the concept of, an accountant. When research participants are asked to make judgments such as these, the only thing that seems to matter is the representativeness of the description. For example, if told that the person described is in a room that contains 70 attorneys and 30 accountants, participants will still assume that he is an accountant.

**Debrief**

- Recall your answers to these questions from the Activate section:
  - What percentage of kidnappings are committed by strangers?
  - Which area of the house is riskiest: kitchen, bathroom, or stairs?
  - What is the most common cancer in the US?
  - What percentage of workplace homicides are co-worker violence?

  Many people get these questions wrong. The answers are 10%; stairs; skin; 6%. How close were your answers? Explain how the availability heuristic might have led you to make the incorrect judgments.

- Can you think of some other judgments that you have made (or beliefs that you have) that might have been influenced by the availability heuristic?
7.3 Problem Solving

Activate

- Please take a few minutes to list a number of problems that you are facing right now.
- Now write about a problem that you recently solved.
- What is your definition of a problem?

Mary has a problem. Her daughter, ordinarily quite eager to please, appears to delight in being the last person to do anything. Whether getting ready for school, going to piano lessons or karate class, or even going out with her friends, she seems unwilling or unable to get ready on time. Other people have different kinds of problems. For example, many students work at jobs, have numerous family commitments, and are facing a course schedule full of difficult exams, assignments, papers, and speeches. How can they find enough time to devote to their studies and still fulfill their other obligations? Speaking of students and their problems: Show that a ball thrown vertically upward with initial velocity $v_0$ takes twice as much time to return as to reach the highest point (from Spiegel, 1981).

These are three very different situations, but we have called them all problems. What makes them all the same, despite the differences? A psychologist might define a problem as a situation with an initial state, a goal state, and a set of possible intermediate states. Somewhat more meaningfully, we might consider a problem a situation in which you are in here one state (e.g., daughter is always late), you want to be there in another state (e.g., daughter is not always late), and with no obvious way to get from here to there. Defined this way, each of the three situations we outlined can now be seen as an example of the same general concept, a problem. At this point, you might begin to wonder what is not a problem, given such a general definition. It seems that nearly every non-routine task we engage in could qualify as a problem. As long as you realize that problems are not necessarily bad (it can be quite fun and satisfying to rise to the challenge and solve a problem), this may be a useful way to think about it.

Can we identify a set of problem-solving skills that would apply to these very different kinds of situations? That task, in a nutshell, is a major goal of this section. Let us try to begin to make sense of the wide variety of ways that problems can be solved with an important observation: the process of solving problems can be divided into two key parts. First, people have to notice, comprehend, and represent the problem properly in their minds (called problem representation). Second, they have to apply some kind of solution strategy to the problem. Psychologists have studied both of these key parts of the process in detail.

When you first think about the problem-solving process, you might guess that most of our difficulties would occur because we are failing in the second step, the application of strategies. Although this can be a significant difficulty much of the time, the more important source of difficulty is probably problem representation. In short, we often fail to solve a problem because we are looking at it, or thinking about it, the wrong way.

- **problem**: a situation in which we are in an initial state, have a desired goal state, and there is a number of possible intermediate states (i.e., there is no obvious way to get from the initial to the goal state)
- **problem representation**: noticing, comprehending and forming a mental conception of a problem
Defining and Mentally Representing Problems in Order to Solve Them

So, the main obstacle to solving a problem is that we do not clearly understand exactly what the problem is. Recall the problem with Mary's daughter always being late. One way to represent, or to think about, this problem is that she is being defiant. She refuses to get ready in time. This type of representation or definition suggests a particular type of solution. Another way to think about the problem, however, is to consider the possibility that she is simply being sidetracked by interesting diversions. This different conception of what the problem is (i.e., different representation) suggests a very different solution strategy. For example, if Mary defines the problem as defiance, she may be tempted to solve the problem using some kind of coercive tactics, that is, to assert her authority as her mother and force her to listen. On the other hand, if Mary defines the problem as distraction, she may try to solve it by simply removing the distracting objects.

As you might guess, when a problem is represented one way, the solution may seem very difficult, or even impossible. Seen another way, the solution might be very easy. For example, consider the following problem (from Nasar, 1998):

Example

Two bicyclists start 20 miles apart and head toward each other, each going at a steady rate of 10 miles per hour. At the same time, a fly that travels at a steady 15 miles per hour starts from the front wheel of the southbound bicycle and flies to the front wheel of the northbound one, then turns around and flies to the front wheel of the southbound one again, and continues in this manner until he is crushed between the two front wheels. Question: what total distance did the fly cover?

Please take a few minutes to try to solve this problem.

Most people represent this problem as a question about a fly because, well, that is how the question is asked. The solution, using this representation, is to figure out how far the fly travels on the first leg of its journey, then add this total to how far it travels on the second leg of its journey (when it turns around and returns to the first bicycle), then continue to add the smaller distance from each leg of the journey until you converge on the correct answer. You would have to be quite skilled at math to solve this problem, and you would probably need some time and a pencil and paper to do it.

If you consider a different representation, however, you can solve this problem in your head. Instead of thinking about it as a question about a fly, think about it as a question about the bicycles. They are 20 miles apart, and each is traveling 10 miles per hour. How long will it take for the bicycles to reach each other? Right, one hour. The fly is traveling 15 miles per hour; therefore, it will travel a total of 15 miles back and forth in the hour before the bicycles meet. Represented one way (as a problem about a fly), the problem is quite difficult. Represented another way (as a problem about two bicycles), it is easy. Changing your representation of a problem is sometimes the best—sometimes the only—way to solve it.

Unfortunately, however, changing a problem's representation is not the easiest thing in the world to do. Often, problem solvers get stuck looking at a problem one way. This is called fixation. Most people who represent the preceding problem as a problem about a fly probably do not pause to reconsider, and consequently change, their representation. A parent who thinks her daughter is being defiant is unlikely to consider the possibility that her behavior is far less purposeful.

Problem-solving fixation was examined by a group of German psychologists called Gestalt psychologists during the 1930s and 1940s. Karl Dunker, for example, discovered an important type of failure to take a different perspective called
**functional fixedness.** Imagine being a participant in one of his experiments. You are asked to figure out how to mount two candles on a door and are given an assortment of odds and ends, including a small empty cardboard box and some thumbtacks. Perhaps you have already figured out a solution: tack the box to the door so it forms a platform, then put the candles on top of the box. Most people are able to arrive at this solution. Imagine a slight variation of the procedure, however. What if, instead of being empty, the box had matches in it? Most people given this version of the problem do not arrive at the solution given above. Why? Because it seems to people that when the box contains matches, it already has a function; it is a matchbox. People are unlikely to consider a new function for an object that already has a function. This is functional fixedness.

**Mental set** is a type of fixation in which the problem solver gets stuck using the same solution strategy that has been successful in the past, even though the solution may no longer be useful. It is commonly seen when students do math problems for homework. Often, several problems in a row require the reapplication of the same solution strategy. Then, without warning, the next problem in the set requires a new strategy. Many students attempt to apply the formerly successful strategy on the new problem and therefore cannot come up with a correct answer.

The thing to remember is that you cannot solve a problem unless you correctly identify what it is to begin with (initial state) and what you want the end result to be (goal state). That may mean looking at the problem from a different angle and representing it in a new way. The correct representation does not guarantee a successful solution, but it certainly puts you on the right track.

A bit more optimistically, the Gestalt psychologists discovered what may be considered the opposite of fixation, namely **insight.** Sometimes the solution to a problem just seems to pop into your head. Wolfgang Kohler examined insight by posing many different problems to chimpanzees, principally problems pertaining to their acquisition of out-of-reach food. In one version, a banana was placed outside of a chimpanzee's cage and a short stick inside the cage. The stick was too short to retrieve the banana but was long enough to retrieve a longer stick also located outside of the cage. This second stick was long enough to retrieve the banana. After trying, and failing, to reach the banana with the shorter stick, the chimpanzee would try a couple of random-seeming attempts, react with some apparent frustration or anger, then suddenly rush to the longer stick, the correct solution fully realized at this point. This sudden appearance of the solution, observed many times with many different problems, was termed insight by Kohler.

Lest you think it pertains to chimpanzees only, Karl Dunker demonstrated that children also solve problems through insight in the 1930s. More importantly, you have probably experienced insight yourself. Think back to a time when you were trying to solve a difficult problem. After struggling for a while, you gave up. Hours later, the solution just popped into your head, perhaps when you were taking a walk, eating dinner, or lying in bed.

---

**fixation:** when a problem solver gets stuck looking at a problem a particular way and cannot change their representation of it (or their intended solution strategy)

**functional fixedness:** a specific type of fixation in which a problem solver cannot think of a new use for an object that already has a function

**mental set:** a specific type of fixation in which a problem solver gets stuck using the same solution strategy that has been successful in the past

**insight:** a sudden realization of a solution to a problem
Solving Problems by Trial and Error

Correctly identifying the problem and your goal for a solution is a good start, but recall the psychologist’s definition of a problem: it includes a set of possible intermediate states. Viewed this way, a problem can be solved satisfactorily only if one can find a path through some of these intermediate states to the goal. Imagine a fairly routine problem, finding a new route to school when your ordinary route is blocked (by road construction, for example). At each intersection, you may turn left, turn right, or go straight. A satisfactory solution to the problem (of getting to school) is a sequence of selections at each intersection that allows you to wind up at school.

If you had all the time in the world to get to school, you might try choosing intermediate states randomly. At one corner you turn left, the next you go straight, then you go left again, then right, then right, then straight. Unfortunately, trial and error will not necessarily get you where you want to go, and even if it does, it is not the fastest way to get there. For example, when a friend of ours was in college, he got lost on the way to a concert and attempted to find the venue by choosing streets to turn onto randomly (this was long before the use of GPS). Amazingly enough, the strategy worked, although he did end up missing two out of the three bands who played that night.

Trial and error is not all bad, however. B.F. Skinner, a prominent behaviorist psychologist, suggested that people often behave randomly in order to see what effect the behavior has on the environment and what subsequent effect this environmental change has on them. This seems particularly true for the very young person. Picture a child filling a household’s fish tank with toilet paper, for example. To a child trying to develop a repertoire of creative problem-solving strategies, an odd and random behavior might be just the ticket. Eventually, the exasperated parent hopes, the child will discover that many of these random behaviors do not successfully solve problems; in fact, in many cases they create problems. Thus, one would expect a decrease in this random behavior as a child matures. You should realize, however, that the opposite extreme is equally counterproductive. If the children become too rigid, never trying something unexpected and new, their problem-solving skills can become too limited.

Effective problem solving seems to call for a happy medium that strikes a balance between using well-founded old strategies and trying new ground and territory. The individual who recognizes a situation in which an old problem-solving strategy would work best, and who can also recognize a situation in which a new untested strategy is necessary is halfway to success.

Solving Problems with Algorithms and Heuristics

For many problems there is a possible strategy available that will guarantee a correct solution. For example, think about math problems. Math lessons often consist of step-by-step procedures that can be used to solve the problems. If you apply the strategy without error, you are guaranteed to arrive at the correct solution to the problem. This approach is called using an algorithm, a term that denotes the step-by-step procedure that guarantees a correct solution. Because algorithms are sometimes available and come with a guarantee, you might think that most people use them frequently. Unfortunately, however, they do not. As the experience of many students who have struggled through math classes can attest, algorithms can be extremely difficult to use, even when the problem solver knows which algorithm is supposed to work in solving the problem. In problems outside of math class, we often do not even know if an algorithm is available. It is probably fair to say, then, that algorithms are rarely used when people try to solve problems.

Because algorithms are so difficult to use, people often pass up the opportunity to guarantee a correct solution in favor of a strategy that is much easier to use and yields a reasonable chance of coming up with a correct solution. These strategies are called problem solving heuristics. Similar to what you saw in section 6.2 with reasoning heuristics, a problem-solving heuristic is a shortcut strategy that people use when trying to solve problems. It usually works pretty well, but does not guarantee a correct solution to the problem. For example, one problem-solving heuristic might be “always move toward the goal” (so when trying to get to school when your regular route is blocked, you would always
turn in the direction you think the school is). A heuristic that people might use when doing math homework is “use the same solution strategy that you just used for the previous problem.”

By the way, we hope these last two paragraphs feel familiar to you. They seem to parallel a distinction that you recently learned. Indeed, algorithms and problem-solving heuristics are another example of the distinction between Type 1 thinking and Type 2 thinking.

Although it is probably not worth describing a large number of specific heuristics, two observations about heuristics are worth mentioning. First, heuristics can be very general or they can be very specific, pertaining to a particular type of problem only. For example, “always move toward the goal” is a general strategy that you can apply to countless problem situations. On the other hand, “when you are lost without a functioning GPS, pick the most expensive car you can see and follow it” is specific to the problem of being lost. Second, all heuristics are not equally useful. One heuristic that many students know is “when in doubt, choose c for a question on a multiple-choice exam.” This is a dreadful strategy because many instructors intentionally randomize the order of answer choices. Another test-taking heuristic, somewhat more useful, is “look for the answer to one question somewhere else on the exam.”

You really should pay attention to the application of heuristics to test-taking. Imagine that while reviewing your answers for a multiple-choice exam before turning it in, you come across a question for which you originally thought the answer was c. Upon reflection, you now think that the answer might be b. Should you change the answer to b, or should you stick with your first impression? Most people will apply the heuristic strategy to “stick with your first impression.” What they do not realize, of course, is that this is a very poor strategy (Lilienfeld et al., 2009). Most of the errors on exams come on questions that were answered wrong originally and were not changed (so they remain wrong). There are many fewer errors where we change a correct answer to an incorrect answer. And, of course, sometimes we change an incorrect answer to a correct answer. In fact, research has shown that it is more common to change a wrong answer to a right answer than vice versa (Bruno, 2001).

The belief in this poor test-taking strategy (stick with your first impression) is based on the confirmation bias (Nickerson, 1998; Wason, 1960). You first saw the confirmation bias in Module 1, but because it is so important, we will repeat the information here. People have a bias, or tendency, to notice information that confirms what they already believe. Somebody at one time told you to stick with your first impression, so when you look at the results of an exam you have taken, you will tend to notice the cases that are consistent with that belief. That is, you will notice the cases in which you originally had an answer correct and changed it to the wrong answer. You tend not to notice the other two important (and more common) cases, changing an answer from wrong to right, and leaving a wrong answer unchanged.

Because heuristics by definition do not guarantee a correct solution to a problem, mistakes are bound to occur when we employ them. A poor choice of a specific heuristic will lead to an even higher likelihood of making an error.

---

**algorithm:** a step-by-step procedure that guarantees a correct solution to a problem

**problem solving heuristic:** a shortcut strategy that we use to solve problems. Although they are easy to use, they do not guarantee correct judgments and solutions

**confirmation bias:** people's tendency to notice information that confirms what they already believe

---

**An Effective Problem-Solving Sequence**

You may be left with a big question: If algorithms are hard to use and heuristics often don't work, how am I supposed to solve problems? Robert Sternberg (1996), as part of his theory of what makes people successfully intelligent (Module 8) described a problem-solving sequence that has been shown to work rather well:
• Identify the existence of a problem. In school, problem identification is often easy; problems that you encounter in math classes, for example, are conveniently labeled as problems for you. Outside of school, however, realizing that you have a problem is a key difficulty that you must get past in order to begin solving it. You must be very sensitive to the symptoms that indicate a problem.

• Define the problem. Suppose you realize that you have been having many headaches recently. Very likely, you would identify this as a problem. If you define the problem as “headaches,” the solution would probably be to take aspirin or ibuprofen or some other anti-inflammatory medication. If the headaches keep returning, however, you have not really solved the problem—likely because you have mistaken a symptom for the problem itself. Instead, you must find the root cause of the headaches. Stress might be the real problem. For you to successfully solve many problems it may be necessary for you to overcome your fixations and represent the problems differently. One specific strategy that you might find useful is to try to define the problem from someone else’s perspective. How would your parents, spouse, significant other, doctor, etc. define the problem? Somewhere in these different perspectives may lurk the key definition that will allow you to find an easier and permanent solution.

• Formulate strategy. Now it is time to begin planning exactly how the problem will be solved. Is there an algorithm or heuristic available for you to use? Remember, heuristics by their very nature guarantee that occasionally you will not be able to solve the problem. One point to keep in mind is that you should look for long-range solutions, which are more likely to address the root cause of a problem than short-range solutions.

• Represent and organize information. Similar to the way that the problem itself can be defined, or represented in multiple ways, information within the problem is open to different interpretations. Suppose you are studying for a big exam. You have chapters from a textbook and from a supplemental reader, along with lecture notes that all need to be studied. How should you (represent and) organize these materials? Should you separate them by type of material (text versus reader versus lecture notes), or should you separate them by topic? To solve problems effectively, you must learn to find the most useful representation and organization of information.

• Allocate resources. This is perhaps the simplest principle of the problem-solving sequence, but it is extremely difficult for many people. First, you must decide whether time, money, skills, effort, goodwill or some other resource would help to solve the problem. Then, you must make the hard choice of deciding which resources to use, realizing that you cannot devote maximum resources to every problem. Very often, the solution to the problem is simply to change how resources are allocated (for example, spending more time studying in order to improve grades).

• Monitor and evaluate solutions. Pay attention to the solution strategy while you are applying it. If it is not working, you may be able to select another strategy. Another fact you should realize about problem-solving is that it never does end. Solving one problem frequently brings up new ones. Good monitoring and evaluation of your problem solutions can help you to anticipate and get a jump on solving the inevitable new problems that will arise.

Please note that this is an effective problem-solving sequence, not THE effective problem-solving sequence. Just as you can become fixated and end up representing the problem incorrectly or trying an inefficient solution, you can become stuck applying the problem-solving sequence in an inflexible way. Clearly, there are problem situations that can be solved without using these skills in this order.

Additionally, many real-world problems may require that you go back and redefine a problem several times as the situation changes (Sternberg et al., 2000). For example, consider the problem with Mary’s daughter one last time. At first, Mary did represent the problem as one of defiance. When her early strategy of pleading and threatening punishment was unsuccessful, Mary began to observe her daughter more carefully. She noticed that, indeed, her daughter’s attention would be drawn by an irresistible distraction or book. Fresh with a re-representation of the problem, she began a new solution strategy. She began to remind her daughter every few minutes to stay on task and remind her that if she is ready before it is time to leave, she may return to the book or other distracting object at that time. Fortunately, this strategy was successful, so Mary did not have to go back and redefine the problem again.
Debrief

Pick one or two of the problems that you listed when you first started studying this section and try to work out the steps of Sternberg’s problem-solving sequence for each one.
Module 8: Testing and Intelligence

- Did you take the SAT or the ACT? Have you ever taken an intelligence test?
- Do you think that tests of intellectual ability (for example, SAT, ACT, intelligence tests) do a good job of predicting who will be successful in school and in life?
- If the answer to the previous question is “no,” what abilities (besides “intellectual” abilities) might help people to succeed in school and in life?

CogAT, Iowa Test of Basic Skills, Minnesota Multiphasic Personality Inventory, SAT, ACT, General Chemistry, Principles of Economics. At your school, students may be required to take exams to place them into the correct English and math classes, and to determine if they are skilled at college-level reading. You may face standardized tests when you begin and when you finish at the college in order to assess the effectiveness of the curriculum. And, of course, nearly every college class offers two to three exams of its own.

Even after college, you will not be done with tests. Cognitive ability tests, skills tests, even personality tests and integrity tests are all used as part of the employee selection procedure at many companies. If you decide to earn an advanced degree, you may be required to take another standardized test such as the LSAT, GMAT, MCAT, or GRE. And of course, if the current projections that most people will be required to return to school for retraining at various times during their careers are correct, you are likely to continue to face the dreaded midterm and final examinations in courses throughout your life.

For better or worse, we have entered an era of unprecedented testing. Many states require college placement exams of all high school students. Elementary schools begin preparing their students for third grade abilities tests as early as kindergarten. This module describes the good and bad aspects of tests, primarily tests of intellectual ability. Section 8.1 introduces you to the principles of test construction and how they apply to standardized tests and course exams in school. Section 8.2 takes up the question of what intelligence tests measure and fail to measure; it also discusses a couple of views of intelligence that characterize it as a set of separate abilities, rather than as a single trait. Because tests can be difficult, unpleasant, and very important, many students suffer anxiety as a result of them. This module concludes with Section 8.3, a discussion of test anxiety and the effects of stress on memory.

8.1. Understanding Tests and Test Construction
8.2. Measuring “Intelligence”
8.3. Test Anxiety
READING WITH PURPOSE

Remember and Understand

By reading and studying Module 8, you should be able to remember and describe:

- Aptitude and achievement tests (8.1)
- Standardization, reliability, and validity (8.1)
- Cattell–Horn–Carroll (CHC) theory and its organization (8.2)
- Successful Intelligence: analytical, creative, practical intelligence (8.2)
- Test bias (8.2)
- Stereotype threat (8.2)
- Stressors (8.3)
- Effects of stress and anxiety on memory and testing ability (8.3)
- Relaxation techniques for test anxiety: STOP technique, progressive relaxation (8.3)

Apply

By reading and thinking about how the concepts in Module 8 apply to real life, you should be able to:

- Recognize standardization, reliability, and validity in exams you encounter (8.1)
- Recognize examples of the Cattell–Horn–Carroll (CHC) theory (8.2)
- Recognize examples of Robert Sternberg’s Successful Intelligence (8.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 8, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Combine elements of different definitions and theories to come up with your own definition of intelligence (8.2)
- Identify whether anxiety helps or hurts you on exams, and devise a strategy to manage it if necessary (8.3)
- Describe the important elements you would include in a test to predict success in school and career (8.1 and 8.2)
8.1 Understanding Tests and Test Construction

Many students complain that tests—standardized tests in particular—do not reflect their actual talents, knowledge, and abilities. These students assert that they are poor test takers who know much more than their test scores indicate. They worry that being bad at taking tests will unfairly impede their academic and work careers, because so many decisions that affect a person’s status in life are based on test scores. Although it will not entirely solve the problem, understanding a few things about tests might help demystify them and help you cope with them.

Entrance, placement, and job selection tests are all designed to do one thing, predict your future success at some endeavor. Tests that are designed to predict some future performance are called **aptitude tests**. College aptitude tests (SAT, ACT), for example, are designed to predict your college first semester freshman year grade point average. They are, at least in principle, different from the kinds of tests that you take in your classes at school. These other tests are called **achievement tests**. Achievement tests are designed to measure whether you have met some particular learning goals (e.g., did you learn the material from Chapter 6 of your History textbook).

Aptitude tests are not supposed to reflect achievement, but they often do. Some of the best-known so-called aptitude tests, such as the SAT, have been found to rely too much on the knowledge that people learn from their environment to be true measures of one’s potential. Thus, you should always keep in mind that the terms aptitude tests and achievement tests refer to their intended uses only, not to any principles related to their construction or the things they actually measure. In order to avoid confusion, we will rarely use these terms and refer instead to specific types of tests—for example, college entrance tests (SAT, ACT), and course exams.

---

**aptitude test**: a test designed to predict the test taker’s future performance

**achievement test**: a test designed to measure whether the test taker has met particular learning goals

---

**Three Key Testing Concepts**

College entrance tests, along with other aptitude tests, are generally standardized tests. These are tests given to people under similar testing conditions and for which individual scores are compared to a group that has already taken the tests. Let us look carefully at three key concepts that apply to many tests: standardization, reliability, and validity.

**Standardization** refers to the procedure through which an individual’s score is compared to the scores from people who have previously taken the test. Typically, a test will be given to a large group of people (several thousand). The scores from this standardization group are distributed in the form of the famous “bell curve.” That is, most of the scores
will cluster near the middle, at the average score. There will be fewer and fewer people who score farther away from the average score. A chart of this distribution looks like the outline of a bell:

By using this distribution of scores, it is possible to estimate an individual's score relative to the standardization group with great precision. In order for standardization to work—that is, to be able to pinpoint the individual's performance relative to the standardization group—the testing conditions must be similar for all test takers. That is why these tests are timed, with everyone taking the test in nearly identical settings.

The second important concept in standardized testing is reliability, which refers to the consistency of a test. If a test is to be a good predictor of your future performance, it should be a consistent, or stable, predictor. It would not be very useful if the test predicted straight A's for you on a Tuesday but a D average for you on a Friday. In order to assess the reliability of a standardized test, psychometricians (psychologists who construct tests) examine two types of consistency:

- Consistency over time is often assessed by measuring test-retest reliability. The concept is very simple. Give a group of people the test today, and then give it to them later, say, three months from today. If the test is reliable, individuals in the group should receive close to the same score both times.
- Consistency within the test is assessed by measuring what is known as internal consistency reliability, or how well the different parts of a test agree with one another. If one section of a test of verbal ability indicated that you have above-average verbal ability, it would not make sense if another section of the test indicated below-average verbal ability.

There is an important relationship between reliability and standardization. Specifically, failure to standardize the procedures by which a test is administered will lead to unreliability. For example, if a group of test-takers is given more time in a more comfortable room the second time they take a test, then test-retest reliability will be low (because they will likely score much higher on the retest).

The third important concept in standardized testing is validity, which refers to the degree to which a test measures
what it is supposed to measure. It is the most complex of the three concepts. We will focus on two particular kinds of validity:

- **Content validity** in essence rephrases the question “Does the test measure what it is supposed to measure?” to be “Does the test look like it measures what it is supposed to?” Specifically, content validity is a judgment made by a subject-matter expert that a test adequately addresses all of the important skills and knowledge that it should.
- **Predictive validity** rephrases the question to be “Does the test predict what it is supposed to predict?” Obviously, then, it is principally of interest when we are talking about aptitude tests. For example, the SAT and ACT are designed to predict your college GPA. The measure of a tests' success at doing that is its predictive validity.

There is an important relationship between reliability and validity. If a test is reliable, we can say nothing about whether it is valid or not. Think about it. A test can be extremely reliable (consistent) yet be a very poor predictor. For example, your shoe size is reliable but not a valid predictor of your grade in this class (of course, your instructor’s job would be much easier if it were valid!).

On the other hand, if a test is unreliable, we can say something about its validity. An unreliable test cannot be valid. If a test is not consistently measuring anything (which is what being unreliable means), then it certainly cannot be a good predictor. Thus, reliability is necessary but not sufficient for a test to be valid.

**standardization**: comparing a test taker’s score to the scores from a pre-tested group.
**reliability**: the consistency of a test

**test–retest reliability**: a technique for measuring reliability by examining the similarity of scores when the same individuals take a test multiple times

**internal consistency reliability**: a technique for measuring reliability by examining the similarity of an individual's sub-score for different parts of the test

**validity**: whether a test measures what it is intended to measure

**content validity**: a technique of estimating validity by having an expert judge whether the test samples from an appropriate range of skills and knowledge

**predictive validity**: a technique of estimating the validity of an aptitude test by comparing test-takers' actual performance on some task to the performance that was predicted by the test

**The Properties of Course Exams**

So, how do the tests with which you may be familiar fare on the three important test construction properties? First, let us consider course exams. It is important to realize that college professors are not psychometricians. Nonetheless, an informal kind of standardization often does occur. Instructors try to administer tests in similar conditions every time, and they often adjust their results to report scores relative to the rest of the class (when you are graded on a curve). This is similar to, but not the same as, standardization.

It is difficult to make generalizations about the reliability of course exams. It is probably safe to say that reliability is a problem for many course exams because there are so many specific threats to reliability. First, although instructors try, it is difficult to standardize procedures. Some classrooms are cold and noisy, others are comfortable and quiet. Some class sections meet twice a week for an hour and a half, others 3 days a week for an hour. And so on. Other important threats to reliability can come from questions or instructions that are misunderstood by students and non-course related vocabulary words that are known to some students and not to others.

Of course, then, these threats to reliability also influence the validity of course exams. There are some reasons to be a bit more optimistic about the validity of these exams, however. The content validity of course exams is often very high. Instructors are often very careful about indicating what skills and knowledge are important to learn during the course. They subsequently do a good job of ensuring that these skills and knowledge are included on their exams. If some of the threats to validity that result from reliability problems could be addressed, then we might be very optimistic indeed about the validity of course exams. Note, however, that these qualities relate only to course exams’ validity as achievement tests. Their usefulness for predicting some future performance (hence, their predictive validity) is usually an open question.

**The Properties of Standardized Tests**

Now, what about standardized tests (so-called aptitude tests), such as the SAT and ACT? As you might guess, standardization tends to be very good. The administration procedures are usually precisely controlled, making them quite uniform. The comparison group (standardization group) is usually very large and quite recent.

Reliability tends to be high for standardized tests, in part because of the good control of administration procedures.
For example, although some people do score differently if they take the test a second or third time, most people will have very similar scores from one time to another.

Validity, however, is a more complex and controversial issue. Let us focus on the predictive validity of college aptitude tests (SAT and ACT) to illustrate the issues. As supporters of aptitude tests are quick to point out, these tests are the best single predictor of success in a wide variety of areas. This may not be true, however. Recent research conducted by the College Board, the publisher of the SAT found that high school GPA is a better predictor of college grades than the SAT is (Wingert, 2008). Still, if you ask us to pick someone who will succeed as a salesperson, a doctor, or a marketing manager, and tell us that we can know only one piece of information about that person, we might ask for the SAT score. Unfortunately, some people confuse the idea that “aptitude tests are the best single predictor” with “aptitude tests are better than all other predictors combined.” These are very different ideas. College aptitude tests (SAT and ACT) are said to be moderately successful at predicting a person's college GPA during the first semester of freshman year. No other predictor (e.g., high school GPA, letters of recommendation) has as high a correlation with first-semester freshman year college GPA.

This does not mean, however, that the SAT predicts most of college GPA, or even that it does a great job of predicting GPA during the first semester of freshman year. Only 25% of the variability in students' first semester freshman year GPA is related to their college aptitude test scores (Willingham et al., 1990; Wingert, 2008). Thus test scores are not a trivial tool for predicting success when a person first starts college, but at the same time, they are not infallible. With 75% of first-year freshman-year college GPA unrelated to test scores, you will find many cases of people who score high on the tests yet fail when they get to college. Similarly, community colleges across the United States have many students with SAT or ACT scores that predicted they would fail at a four-year college who end up doing extremely well and even go on to complete a bachelor's or master's degree or more.

Debrief

- Please try to recall some bad experiences with exams (both course exams and standardized tests). Try to assess the degree to which the bad experience was related to standardization, reliability, and validity.
- What would you do to increase the reliability and validity of course exams?
- What would you do to increase the validity of tests like the SAT or ACT?

8.2 Measuring “Intelligence”

Activate

- What is your definition of intelligence?
- How closely is intelligence, as you define it, related to success in life?

One way to begin to think about what intelligence is to examine the tests that are supposed to measure it. Let us look briefly at one of the most popular intelligence tests, the Wechsler Adult Intelligence Scale. The WAIS-IV (for 4th edition),
which was published in 2008, is described as a test of intellectual ability. The test is administered to individual test takers by a trained examiner; it takes 60 – 90 minutes to complete. It contains 10 core subtests and 5 supplemental, unscored subtests. The scored subtests contribute to an overall intelligence test score.

WAIS-IV Sub-tests

Sub-tests preceded by an asterisk are unscored subsections.

<table>
<thead>
<tr>
<th>Sub-test</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Information</td>
<td>General knowledge questions</td>
</tr>
<tr>
<td>Similarities</td>
<td>Question about how two different concepts are alike</td>
</tr>
<tr>
<td>Arithmetic Reasoning</td>
<td>Word problems involving arithmetic only</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>Words and their meanings</td>
</tr>
<tr>
<td>* Comprehension</td>
<td>Understanding reasons for facts</td>
</tr>
<tr>
<td>Digit Span</td>
<td>Repeating a sequence of numbers</td>
</tr>
<tr>
<td>* Picture Completion</td>
<td>Recognizing what is missing from a picture</td>
</tr>
<tr>
<td>* Figure Weights</td>
<td>Selecting figures that ‘balance’ a scale</td>
</tr>
<tr>
<td>Block Design</td>
<td>Rearranging blocks to match a design</td>
</tr>
<tr>
<td>Visual Puzzles</td>
<td>Choosing pieces from a set that could form a jigsaw puzzle</td>
</tr>
<tr>
<td>Coding</td>
<td>Transcribing a digit-symbol code using a key</td>
</tr>
<tr>
<td>Matrix Reasoning</td>
<td>Looking at shape and naming or pointing to correct response</td>
</tr>
<tr>
<td>* Cancellation</td>
<td>Scanning arrays and marking target shapes</td>
</tr>
<tr>
<td>* Letter-Number Sequencing</td>
<td>Re-ordering letters and numbers in ascending or alphabetical order</td>
</tr>
<tr>
<td>Symbol Search</td>
<td>Indicating whether a target symbol appears in a search group</td>
</tr>
</tbody>
</table>

So, now you know roughly what a typical test of intelligence looks like. (You might also think about the college entrance exams you may have taken; although they are not supposed to be intelligence tests, they are based on principles designed to measure intelligence; Gardner 1999). But could you now describe exactly what intelligence is? No one really has a good, complete definition of intelligence with which everyone will agree. Furthermore, as you might have noticed from the WAIS description, intelligence tests do not measure the types of abilities that most people, including many psychologists, would count as intelligence. That is one reason why the subject of measuring intelligence has become rather controversial.

Many would agree that standardized intelligence-type tests mostly measure your ability to solve problems in very specific areas, namely math and language. Scores on these tests have been shown to modestly predict success in other areas as well, such as on the job (at least for certain jobs). Some psychologists have argued, however, that these other types of success depend much more on abilities—what we might call non-academic intelligences—that are beyond skills in using math and language.

The most complete current theory that describes the structure and organization of the cognitive abilities that we would call intelligence is the Cattell-Horn-Carroll (CHC) theory (Flanagan & Dixon, 2014). CHC theory divides cognitive ability into three separate levels; these levels go from broad, general abilities to narrow, more specific ones. The top-level corresponds to general intelligence, the broadest level. An intermediate level includes 16 somewhat narrower, but still quite general abilities such as processing speed, reasoning ability, memory, acquired knowledge, etc. Then, there are more than 70 narrow abilities, such as:
• inductive reasoning,
• quantitative reasoning,
• communication ability,
• mechanical knowledge,
• reading comprehension,
• memory span (number of items you can hold in working memory),
• ability to remember meaningful information,
• ability to remember unrelated information,
• olfactory memory (memory for different odors),
• multi-limb coordination,
• and so on.

Think of the three levels as a hierarchy; some of the 70 narrow abilities map onto abilities in the intermediate level, which then combine to map onto the general intelligence level. Because the narrow abilities can be measured more easily, psychologists can use these both for the insights they provide about the narrow abilities themselves and for an estimation of an individual's abilities on the higher levels.

One final observation about the theory: Note the number of abilities we just reported. CHC theory has 16 semi-general abilities and 70 narrow abilities. The ones we listed were just some interesting examples of those abilities. In other words, the theory is huge. And maybe that is a good thing. Given the rich diversity of human cognitive abilities, and the very many ways that one might exhibit intelligence, it makes sense that it would take a monster-sized theory to describe it. CHC theory has been very useful at guiding and organizing research, and it undergoes frequent revision as new research comes in. We hope that sounds familiar and good, as this is exactly what a theory is supposed to do (see Module 2).

Successful Intelligence

Robert Sternberg took a slightly different track in the development of his theory of intelligence. He noted that traditional views of intelligence tended to include only problem-solving in an academic context and ignored the set of abilities that truly allow people to succeed in life. Sternberg calls his concept Successful Intelligence. It encompasses the abilities of recognizing and maximizing strengths, recognizing and compensating for weaknesses, and adapting to, shaping, and selecting environments. Sternberg defines three important components of successful intelligence (Sternberg and Grigorenko, 2000; Sternberg, 1996):

• Analytical intelligence: The conscious direction of mental process to solve problems. It involves identifying problems, allocating resources, representing and organizing information, formulating strategies, monitoring strategies, and evaluating solutions. The “intelligence” tested by many traditional tests of intellectual ability compose a small portion of analytical intelligence only.
• Creative intelligence: Generating ideas that are novel and valuable. It often involves making connections between things that other people do not see.
• Practical intelligence: An ability to function well in the world. It involves knowing what is necessary to do to thrive in an environment and doing it. Because our world is essentially a social one, interpersonal and communication skills are keys to practical intelligence.

These three component intelligences combine to determine a person's successful intelligence. Interestingly, Sternberg believes that successful intelligence can be improved.
A Final Word on Different Views of Intelligences

Which one of these views on intelligences is correct? This is, perhaps, not a fair question. Because intelligence is defined differently by different psychologists, both views may be considered correct. It seems very likely that a set of abilities related to managing emotions and understanding and dealing with people (including oneself) is a key component for success in life. And these abilities, more than any others, are the keys to success that are not tested by traditional intelligence tests and other intellectual aptitude tests.

| Cattell-Horn-Carroll Theory of Cognitive Ability: A comprehensive theory of human cognitive ability that organizes intelligence in three levels, from the highest general intelligence level, through intermediate broad abilities, and to more than 70 narrow abilities. |
| Successful intelligence: Robert Sternberg's characterization of intelligence as three separate abilities that allow an individual to succeed in the world. |

Are tests unfair?

Of course, tests can be unpleasant experiences for some people. Many unpleasant experiences are fair and beneficial, however. For example, many people do not particularly like injections, but they endure them because they know that the shots are good for them. So, it is not enough to condemn testing because the experience is difficult and unpleasant. We need to take a good look at whether they treat people fairly. One exercise you may find helpful in that regard is to take a quick glance backward, to the history of intelligence, intelligence testing, and aptitude testing.

As you might know, intelligence and intelligence testing have been quite controversial over the years. Perhaps the topic was doomed to controversy from the very beginning. In the late 1800s, one of the pioneers in the area, Francis Galton, promoted the view that intelligence was entirely hereditary. He also believed that various races differed in their intelligence and took it as a given that men were more intelligent than women. Most controversially, perhaps, it was Galton who developed the concept of eugenics, a field that sought to encourage the reproduction of “genetically superior” people and discourage the reproduction of “genetically inferior” people (Hunt, 2007).

Although Galton developed his own tests of intelligence, they tended to focus on sensory abilities (this was another of his beliefs, that these sensory abilities were related to intelligence) and were not particularly influential in the fledgling field of intelligence testing. Intelligence testing as we know it really began with Alfred Binet and Theodore Simon in France at the beginning of the 20th century. Binet and Simon created a test designed to predict which children would succeed and which ones would have difficulty in school. Binet and Simon conceptualized the idea of mental age, the cognitive abilities that should correspond to a particular age. Later, the concept would be given a number, the famous IQ, or intelligence quotient. IQ is the ratio of mental age to actual age (multiplied by 100). A child with the same mental and actual age, therefore, has an IQ of 100. A child with a mental age of 10 and an actual age of 8 would have an IQ of 125 (10/8 = 1.25). Intelligence testing quickly developed into aptitude testing, testing designed to predict future performance. The practice was embraced in the US and was adopted by the US military to classify recruits during World War I.

Fresh from its perceived success in the war effort, the testing world evolved in the 1930s to create a new controversy. In 1926, the Scholastic Aptitude Test (SAT) was developed to admit students to Ivy League universities (a small group of east coast, extremely elite schools, such as Harvard and Yale). The original intention was to create a test that could
discover students who would be able to excel at these institutions despite not having had the advantage of an east coast college-preparatory education. That is, the goal was to tap into a student's potential, a potential distinct from one's educational experience (Lemann, 1999). Unfortunately, it did not quite work out that way. The SAT and its chief competitor, the ACT, ended up largely "discovering" students from the very same advantaged backgrounds that they had sought to move beyond (Gardner, 1999). So, an important piece of the history of aptitude tests is that the individuals who had better educational experiences, particularly wealthy whites, performed better on the tests.

What does it mean for a test to be unfair? Many students might initially argue that it is essentially the same thing as being difficult, but that is not quite right. A test can be difficult and fair. As an aside, it is important to distinguish between the fairness of a test and the fairness of using the test. A test may be perfectly fair, but if it is used for an unintended purpose, it will be unfair. For example, some personality tests that have not been designed to predict success on the job have been used for job selection purposes.

In order for a test to be fair, it should be acceptably high on the test construction principles, standardization, reliability, and validity. Second, it should be unbiased, meaning that it should treat everyone the same. These ideas apply to both aptitude tests and course exams, by the way. We have already described the issues surrounding standardization, reliability, and validity, so let us focus on the question of bias.

In many cases, whether a test is biased or unbiased is a legal question. For example, think about job selection procedures. (sec 20.1) According to the Equal Employment Opportunity Commission, a department of the US Government, a selection procedure, including a test, is suspect if it results in a hiring rate for minority group members below 80% of the rate for the most-hired group. At that point, it is up to the employer to prove that the selection procedure is valid. So, in principle, it can be acceptable for a test to be biased against a group, as long as it does a good job at predicting success. In reality, however, it can be very difficult to justify the use of a biased test unless the validity is extraordinarily high.

As a result of the attention that psychometricians have paid to bias over the years, the most obvious sources of biases are gone from the widely used tests. They are probably not all gone, however. For example, some researchers note that the SAT is still biased against African Americans, Asian Americans, and members of the Latinx community (Freedle, 2003).

Let us finish this discussion of the fairness of tests by turning to a common complaint about course exams that sounds like a matter of content validity. Some students believe that an exam was unfair because they spent time studying a topic that ended up not being on the test. Although this could be a weakness of content validity (the test failing to sample from the appropriate skills and knowledge), it is more likely a misunderstanding of how course exams are supposed to work. When instructors give an exam, they would like to be able to conclude that students' performance on it reflects their mastery of all of the associated course material, not simply the material on the exam.

The way this works is that the process of giving an exam is analogous to the process of conducting a survey with a representative sample. Survey researchers draw random samples from a population in order to generalize from a small sample to the whole population (sec 2.2). As long as each individual member of the population has an equal chance of being included in the sample, the researcher can conclude that the results of the sample reflect the opinions of the whole population. Course exams work the same way. Instructors' "population" is all of the material from the course. They want to be able to determine whether you have learned everything. Of course, one way to do that would be to test you on everything, but that would result in a test that is as long as the material you have learned. So, your instructor samples from the material. If you are able to correctly answer questions on a sample of material—as long as you do not know exactly what that sample will be prior to the exam—your instructor can assume that you could have correctly answered questions from any possible sample of material. In other words, we can assume that you learned all of the material by testing you on a relatively small portion of it.
Debrief

- Did your earlier definition of intelligence contain any of the “non-intellectual” abilities described in this section?
- Can you think of an example of how the wording of an aptitude test question could be biased?

8.3 Test Anxiety

Some students seem to shine on tests. The pressure of needing to do well enhances their memory and performance. Others, however, are not so fortunate. Despite studying, in many cases, longer than the “shiners,” these students find themselves blanking out on tests, nearly paralyzed by an anxiety that makes them forget much of what they studied. Why does the stress of taking a test translate into increased performance for some and debilitating anxiety (and reduced performance) for others? In order to answer this question, it is helpful to understand how stress affects memory.

Stress, as Module 27 describes more completely, arouses the body. It is important to realize that the body does not differentiate between psychological threats, such as exams and deadlines, and physical threats, such as being held up at gunpoint. These environmental threats or challenges are called stressors. For both psychological and physical stressors, the physiological reactions that take place have collectively been called the “fight or flight” response. Essentially, stressors cause the body to prepare itself to meet a physical danger—even when the stressor is psychological—by giving it a temporary boost in its ability to fight or run away from the danger. So, your heart beats faster in order to pump blood, which sends glucose (sugar, for energy) and oxygen throughout the body faster. This blood is diverted from parts of the body not needed to face the danger, such as the digestive system, and pumped to the large muscles of the arms and legs (so you can fight or run). This is why your stomach gets jumpy and your mouth gets dry when you are under stress.

Another part of the body that gets a boost of energy is the brain, particularly the areas that are involved in memory formation. Stress hormones also affect the memory-related areas of the brain. The result is a boost in memory during stressful events, which helps explain the “I do my best testing under pressure” folks.

But what about those who suffer from test anxiety? The key observation that is missing so far is that the memory-boosting effects of stress result from short-term, mild to moderate stressors only. Long-term, severe stressors have the opposite effect, they make memory worse.
How short is short-term? After about 30 minutes of a constant stressor, the brain's use of glucose for extra energy returns to its regular level (Sapolsky, 2004). Beyond 30 minutes, there is actually a rebound effect, a reduction in the brain's use of glucose. The student who begins to get nervous for a 1:00 exam at 12:55 is not much affected by this rebound effect. It is not so good, though, for the student who wakes up at 7:00 am already anxious about the exam.

To make matters worse for the test-anxious student, the very same event will be more threatening, and thus more stressful, for some students than others. Think about it. If you have had a lot of success taking exams in the past, each new exam is likely to seem fairly unthreatening. On the other hand, if you frequently do poorly on exams, each new exam is very threatening. The result is that the same mid-term exam or the same college aptitude test will be a short-term, mild to moderate stressor for some students and a longer-term, severe stressor for others. The students who fall in the latter group suffer from test anxiety.

The trick for the test-anxious, then, is to turn exams and standardized tests into short-term, mild-to-moderate stressors. Easier said than done, you say. The very activity that is intended to prepare you for the exam, studying, becomes stressful itself as you begin to think about the likelihood of failure. The key is to continue to prepare, studying as hard as or harder than you have been, but with two important differences. First, pay very close attention to the information in Module 7 about metacognition. It will be very helpful for you to develop the ability to reflect on your thinking and studying, so you will have a very accurate estimate of just how prepared you really are. Second, and perhaps more importantly, you should learn how to relax when you begin to feel anxious while studying. Remember, the ideal is to become a little anxious right before the exam begins, so if you are feeling anxiety at any time before then, you should probably engage in some calming or relaxation behaviors. You should develop a repertoire of relaxation techniques, some short and simple, others longer and more involved. Depending on what the situation allows and how anxious you are feeling, you can then choose from among several alternatives.

Here are a couple of techniques to help you begin to learn how to relax in the face of test anxiety (from Davis, Robbins Eshelman, and McKay, 1995). One is very short and simple, the second a bit more involved.

- **STOP Technique.** Whenever you find yourself getting anxious about a test (while studying or taking the test), silently “shout” to yourself to “STOP!” Once you have distracted yourself from the anxiety-provoking thoughts (which may take several “shouts”), start paying attention to your breathing. Take slow, deep breaths, making sure that your abdomen moves out with each inhalation. Count your breaths. Inhale. Exhale and count one. Inhale. Exhale and count two. When you reach 4, start over with one. Try to concentrate on the breaths. Don't worry if you find yourself thinking the anxious thoughts again. Just “STOP” yourself and continue counting your breaths. Continue until you feel relaxed. You can repeat the procedure any time you start thinking anxious thoughts.

- **Progressive Relaxation.** Begin in a comfortable position, either sitting or lying down. Clench your right fist tightly, paying close attention to the tension in your fist and forearm. Relax and pay attention to the difference in feeling. Repeat once more with the right fist, then twice with the left. Bend your elbows and tense both biceps. Again, pay attention to the tension. Relax and straighten your arms, paying attention to the different feeling. Repeat once. Repeat the procedure twice with different areas of the head and face, for example, forehead, jaws, eyes, tongue, and lips. Tense your neck by tucking your chin back. Feel the tension in different areas of the neck and throat as you slowly move it from side-to-side and let your chin touch your chest. Relax and return your head to a comfortable position. Tense your shoulders by shrugging them. Relax them and drop them back. Feel the relaxation in your neck, throat, and shoulders. Relax your whole body. Take a deep breath and hold it. You will feel some tension. Exhale and relax again. Repeat several times. Then, tighten your stomach. Relax. Breathe deeply, letting your stomach rise with each inhalation. Note the tension as you hold each breath and the relaxation as you exhale. Tense and then relax your buttocks, thighs, calves, and shins (tense your calves by pointing your toes, shins by pulling your toes toward your shins) twice each. As you relax, notice how heavy your whole body feels. Let the relaxation go deeper, as you feel heavy and loose through your whole body.

You should practice these techniques for a week or two when you are not feeling anxious so that they will be easier to use when facing the real thing.
**Debrief**

- In general, do you think that you need to increase or decrease your level of anxiety to achieve your best performance on tests?
- If you need to increase your anxiety, what strategies do you think you can use to help you?
- If you need to decrease anxiety, which of the strategies presented in this section seem most useful to you? Can you think of other useful strategies?

Remember and Understand

By reading and studying Module 9, you should be able to remember and describe:

- The place of “mental processes” in early psychology
- The banishment of “mental processes” by the behaviorists
- Ivan Pavlov’s work on classical conditioning
- John Watson’s work, especially the Baby Albert demonstration
- Edward Thorndike’s and B.F. Skinner’s extensions of behaviorist psychology
- Shortcomings of behaviorism
- The Cognitive Revolution
- Progress in memory research: Ebbinghaus and Bartlett, early “post-revolution” research, working memory versus short term memory, inferences and memory, explicit and implicit memory
- Cognitive psychology in perspective

Modules 5 through 8 showed you how being knowledgeable about some psychological principles can help you think, remember, reason, solve problems, learn, and take tests more effectively, in school and throughout life. Most of the topics contained in these modules are considered the domain of Cognitive Psychology, the psychology of cognition. The study of cognition is the study of knowledge: what it is, and how people understand, communicate, and use it. Cognition is essentially “everyday thinking.”

In the early days of psychology (the late 1800’s), cognitive (mental) processes were at the forefront of psychological thinking. But by the first half of the 1900’s, psychology—especially in the United States—was dominated by Behaviorism, a view that rejected the idea that internal mental processes are the appropriate subject matter of scientific psychology. Behaviorism itself fell victim to what became known as the Cognitive Revolution in the second half of the 1900’s. Psychology, in a way, had come full circle, as mental processes again became a major area of interest. Today, insights about Cognition have touched all areas of Psychology. In addition, Cognitive Psychologists have collaborated with scientists in other disciplines interested in “intelligent behavior” (for example, computer science and philosophy) to create what Howard Gardner (1985) called, “The Mind’s New Science,” or Cognitive Science.

Psychology as the Study of Mind

Wilhelm Wundt created the first psychological laboratory in 1879 in Germany, although for a number of years before then several scientists had been conducting research that would become part of psychology. Wundt worked very hard for decades to establish psychology as a viable discipline across Europe and the United States. His laboratory trained many of the first generation of psychologists, who began their own research throughout the western world.

Wundt believed that experimental methods could be applied to immediate experience only. Hence, only part of what we now think of as psychology could be a true science. Recall that a science requires objective observation. Wundt believed that mental processes beyond simple sensations—for example, memory and thoughts—were too variable to be observed objectively.
Mind Versus Behavior

The American psychologist William James argued that psychology should include far more than immediate sensations. He greatly expanded psychology into naturally occurring thoughts and feelings. The group of psychologists called the behaviorists, however, moved psychology in the opposite direction by reducing psychology to the study of behavior only. Behaviorism dominated psychology in the United States through most of the first half of the 20th century. Although, as we shall see, the behaviorists' approach ended up being far too narrow to explain all of human behavior, their contributions were nevertheless extremely important.

Classical Conditioning

The first giant contributor to behaviorist psychology was Ivan Pavlov. Although Pavlov was not a psychologist—he was a Russian physiologist—his research had an enormous impact on the development of psychology as the science of observable behavior. He discovered and developed the basic ideas about classical conditioning, which he believed explained why animals, including humans, respond to their environment in certain ways.

As a physiologist, Pavlov had built quite a reputation studying digestive processes. He had done a great deal of research with dogs, for which he constructed a tube to collect saliva as it was produced in a dog's mouth. In the course of his research, Pavlov became annoyed by a common occurrence. If you put food into a dog's mouth, the dog will begin to salivate. After all, salivation is a natural part of the digestive process. The annoying phenomenon that Pavlov noticed (annoying because it interfered with his regular research) is that the dogs under study would begin to salivate before they were given the food, perhaps when the person who fed them walked into the room (Hunt 2007). In 1902, Pavlov realized that this annoyance was worthy of study itself, and thus embarked upon a series of examinations that would span the rest of his career. This research program has left Pavlov one of the most important contributors in the history of psychology.

Pavlov was responsible for the initial investigations of the central concepts in classical conditioning: unconditioned stimulus, unconditioned response, conditioned stimulus, conditioned response (see Module 6). He typically used food, often meat powder, as the unconditioned stimulus and noted how salivation occurred in response, as an unconditioned response. He would present various neutral stimuli (e.g., sounds, sights, touches) along with the Unconditioned Stimulus (the meat powder), turning them into Conditioned Stimuli. Thus these new stimuli acquired the power to cause salivation (now Conditioned Responses) in the absence of food.

It was Pavlov who discovered that the Conditioned Stimulus must come before the Unconditioned Stimulus, that Conditioned Stimuli could be generalized and discriminated, and that extinction of the conditioned response would occur if a Conditioned Stimulus stopped being paired with the Unconditioned Stimulus.

John Watson, an early leader of the behaviorist movement, seized on Pavlov's findings. He thought—and persuasively argued—that all animal behavior (including human behavior) could be explained using the Stimulus-Response principles discovered by Pavlov. In support of this idea, Watson and Rosalie Rayner provided a dramatic example of classical conditioning in humans, and one of the most famous psychology studies of all time. They were able to classically condition an infant who became known as Baby Albert to fear a white rat. Before conditioning, the rat was a neutral stimulus (or even an attractive stimulus); it certainly elicited no fear response in Albert. Loud noises did, though. The sound of a metal rod being hit with a hammer close behind Albert's head automatically made him jump and cry. The loud noise, therefore, was an Unconditioned Stimulus; Albert's automatic fear, an Unconditioned Response. By showing Albert the rat, then banging on the metal rod (i.e., pairing the neutral stimulus with the Unconditioned Stimulus), the rat was easily transformed into a Conditioned Stimulus, eliciting the Conditioned Response of fear (Watson and Rayner 1920). Two pairings of rat with noise were enough to elicit a mild avoidance response. Only five additional pairings led to quite a strong fear response. As Watson and Rayner described it:
The instant the rat was shown the baby began to cry. Almost instantly, he turned sharply to the left, fell over on left side, raised himself on all fours and began to crawl away so rapidly that he was caught with difficulty before reaching the edge of the table.

Albert’s fear was also generalized to a rabbit, a dog, a fur coat, and a Santa Claus mask.

Although this was an important observation of classical conditioning in humans, the study has since been widely criticized. Watson and Rayner apparently did nothing to decondition Albert’s fear (Hunt 2007). Today this neglect would certainly be judged an extreme violation of ethical standards (even if the study itself was judged ethical).

Operant Conditioning

There were those, including Pavlov and Watson, who believed that all human learning and behavior could be explained using the principles of classical conditioning. Certainly, these specific behaviorist principles shed light on important aspects of human and animal behavior. Edward Thorndike, working primarily with cats and chickens, demonstrated that additional principles were needed to explain behavior, however. By observing these animals learning how to find food in a maze (chickens), or escape from a puzzle box (cats), Thorndike was laying the groundwork for the second major part of behaviorist psychology, operant conditioning, which helped to explain how animals learn that a behavior has consequences (see sec 6.2).

Without a doubt, the most famous psychologist who championed operant conditioning was B. F. Skinner. He demonstrated repeatedly that if a consequence is pleasant (a reward), the behavior that preceded it becomes more likely in the future. Conversely, if a consequence is unpleasant (a punishment), the behavior that preceded it becomes less likely in the future. Working mostly with rats and pigeons, Skinner sought to show that all behavior was produced by rewards and punishments.

The Shortcomings of Behaviorism

Together, the concepts of classical and operant conditioning have played an important role in illuminating a lot of human behavior. Further, a number of applied areas have benefited greatly from behaviorism. For example, if fear can be conditioned (as it was in Baby Albert’s case), it can be counter-conditioned. Systematic desensitization, a successful psychological therapy for curing people of phobias, is a straightforward application of classical conditioning principles (see Module 30).

And yet, something was missing from the behaviorist account. Think about the following question: Why do you go to work (assuming you have a job, of course)? A behaviorist explanation is straightforward: you work because the behavior was reinforced (i.e., you worked and were given a reward, money, for doing so). But, think carefully; do you go to work because you were paid for working last week, or because you expect to be paid for working this week? Suppose your boss hands you your next paycheck and tells you that the company can no longer afford to pay you. Will you return to work tomorrow? Many people would not; they would look for a new job. Although the point seems unremarkable, it is profound. There appears not to be a direct link between a behavior and its consequence, as the behaviorists maintained. Rather, a critical mental event (the expectation of future consequences) intervenes.

Even in classical conditioning, some process like expectation was needed to explain a lot of behavior, even in non-human animals. Recall that classical conditioning is essentially learning that the Conditioned Stimulus predicts that the Unconditioned Stimulus is about to occur. For example, a dog learns that the stimulus of its owner getting the leash—the CS—predicts the stimulus of being taken for a walk—the UCS. Robert Rescorla (1969) demonstrated that it is more than simply co-occurrence of Conditioned Stimulus and Unconditioned Stimulus (i.e., the number of times both occur together) that determines whether classical conditioning will occur. Far more important is the likelihood that the
Unconditioned Stimulus appears alone, without the Conditioned Stimulus (this is called the “contingency” between UCS and CS). If the UCS appears alone frequently, then the Conditioned Stimulus is not a good predictor, no matter how often the two appear together. Again, a dog will not develop a strong association between its owner getting the leash and being taken for a walk if they frequently get to go for a walk even when the owner does not get the leash. The importance of contingency cannot be explained by a strict behaviorist account. Rescorla’s research showed that some Conditioned Stimuli (those with high contingency) were more informative than others, and thus easier to learn.

The behaviorists also believed that any association could be learned, which turned out to be not quite true. Consider John Watson’s most famous quotation:

Give me a dozen healthy infants, well-formed, and my own specified world to bring them up in and I’ll guarantee to take anyone at random and train him to become any type of specialist I might select—doctor, lawyer, artist, merchant-chief and, yes, even beggar–man and thief, regardless of his talents, penchants, tendencies, abilities, vocations, and race of his ancestors. (1924; quoted in R.I. Watson, 1979)

The behaviorists believed that the relationship between stimulus and response or between behavior and consequence was arbitrary. Any stimulus could become a Conditioned Stimulus for any response, and any behavior could be reinforced equally with the same consequence. But a very important experiment by John Garcia and Robert Koelling in 1966 demonstrated that, at least for classical conditioning, this is not so. Garcia and Koelling showed that animals were biologically predisposed to learn certain UCS-CS associations and not others. For example, if food is spiked with some poison that will make a rat sick, the rat will learn to associate the taste (the CS) with the poison (the UCS). The rat will develop a conditioned response to the taste of the food, and will learn to avoid it. A pigeon, on the other hand, will have great difficulty learning this association between taste and poison. If a visual stimulus, such as a light, is used as a CS, however, the pigeon will have no trouble at all learning to associate it with the poison UCS. This time, the rat will have difficulty learning. The associations that are easy for a species to learn are ones that are biologically adaptive. A bird must learn to associate the visual properties of a stimulus with its edibility because the bird needs to see its potential food, sometimes from a long-distance away. A rat, in order to learn whether some potential food is edible, will take a small taste. If the substance does not make the rat sick, it must be food. Again, the fact that some associations are easy and others are difficult to learn cannot be explained by a strict behaviorist account.

Earlier challenges to behaviorism had been supplied by a very important study conducted by Edward Tolman and Charles Honzik in 1930. They demonstrated that learning can occur without reinforcement. One group of rats learned to run through a maze using positive reinforcement for each trial, a food reward at the end of the maze. A second group of rats was not reinforced; of course, they wandered aimlessly through the maze and did not learn to run through it rapidly to reach the goal. A third group was not reinforced for most of the trials. Then, suddenly, reinforcement was given for the last two trials. This third group learned to run through the maze nearly as well as the first group, even though they had many fewer reinforced trials. Clearly, these rats had learned something about the maze while wandering during the early non-reinforced trials.

A final shortcoming of the behaviorist view is that it does not acknowledge that learning sometimes occurs without causing an observable change in behavior. Think about learning in school. What if you study a section of a textbook and remember what it says, but are never given a test question about it? Does that mean you did not learn the content of the textbook? Rather than saying that behaviorist explanations shed light on learning, it is probably more correct to say that they help explain performance (Medin, Ross, & Markman, 2001). Although an explanation of performance may be a useful contribution to psychology, it is far less comprehensive than the original goals of behaviorism.

The Cognitive Revolution

While the first wave of research that revealed the shortcomings of behaviorism was being produced in the 1930s and 1940s, other seeds for a revolution were being planted and beginning to grow. As you probably know, the most significant historical event of the 1940s was World War II. The war had a profound impact on all areas of life; science was no
exception. Prominent scientists and mathematicians throughout the United States and Europe were recruited to the war effort, lending their expertise to develop computers, break enemy codes, design aircraft controls, design weapons guidance systems, etc. Researchers would observe certain types of behaviors (for example, reaction times or errors) and make inferences about the mental processes underlying the behaviors. At the same time, doctors and physiologists were learning much about the brain's functioning from examining and rehabilitating soldiers who had suffered brain injuries in the war. These two fields of inquiry—computer science and neuroscience—led to profound observations about the nature of knowledge, information, and human thought (Gardner, 1985).

Many of these observations began to be synthesized in the late 1940s. At a scientific meeting in 1948, John von Neumann, a Princeton mathematician, gave a presentation in which he noted some striking similarities between computers and the human nervous system. Von Neumann and others (e.g., psychologist Karl Lashley, mathematician Norbert Wiener; see Gardner 1985) began to push this “the mind is like a computer” idea. The cognitive revolution had begun.

Now that psychologists had a new way of looking inside the head, many observers believed that a psychology of the mind could be scientific after all. Researchers such as Noam Chomsky, George Miller, Herbert Simon, and Allen Newell began the task of creating cognitive psychology. The view inside the head was not direct, of course, but as more and more talented researchers moved into this new psychological domain, behaviorism's influence became smaller and smaller.

**Strides in the Psychological Study of Cognition**

If you look at a book that reviews the cognitive aspects of psychology, you will probably find chapters on Perception (and Sensation), Learning, Memory, Thinking, Language, and Intelligence, in more or less that order. Why is this? Does this organization make sense? It certainly does to psychologists. One way to understand the organization is to view the topics as going from “basic” to “higher” level. Basic cognitive processes—sensation and perception and, in some ways, learning (although it is more often considered a topic in behaviorist psychology)—are required to “get the outside world into the head,” that is, to create internal (mental) representations of the external world. Higher-level processes use these representations of the world to construct more complex “mental events.” For example, you might think of some kinds of memory as a stored grouping of perceptions. Then, you can consider reasoning (a sub-topic within the topic of thinking) as computing with or manipulating sets of facts and episodes (i.e., memories).

The cognitive revolution has propelled a vigorously scientific process of discovery that illuminates learning, memory, thinking, language, intelligence, problem-solving, as well as other cognitive processes. The results of that scientific process have led to psychologists’ current beliefs about cognition and form the basis for many of today’s most exciting avenues of psychological inquiry.

**Memory – A Cognition “Case Study”**

Memory may be the quintessential topic of the cognitive revolution. Nearly absent during the behaviorism days, memory research has been very well represented since then. Around the same time that Wundt was examining the components of sensation, Hermann Ebbinghaus began the systematic study of memory by constructing over 2000 meaningless letter strings and memorizing them under different conditions. Ebbinghaus demonstrated that repetition of material led to better memory (1913; quoted in R.I. Watson 1979). He also examined the effects on memory of such factors as the length of a list, the number of repetitions, and time (Watson, 1979). For example, he discovered that 24 hours after learning a list, only one-third of the items were still remembered. His findings and methods were extremely influential, and they
are apparently the basis of several commonly held beliefs about memory—principally that the best way to memorize something is to repeat it.

Importantly, Ebbinghaus believed that it was necessary to remove all meaning from the to-be-remembered material in order to examine pure memory, uncontaminated by prior associations we might have with the material. The problem with his approach, however, is that memory appears to almost never work that way (or if it does, it certainly does not work very well). For example, Ebbinghaus used “nonsense syllables” such as bef, rak, and fim in his research. Well, when we look at these syllables, we automatically think beef, rack, and film. These syllables are not so meaningless after all; they have automatic associations for us. If asked to remember them, we would make use of these associations. That is the way memory typically works.

There was little memory research during the behaviorist era. One striking exception is the work by Frederic Bartlett in the 1930s. Bartlett found that meaning is central to memory. New material to be remembered is incorporated into, or even changed to fit, a person's existing knowledge. Bartlett read a folk tale from an unfamiliar culture to his research participants and asked them to recall the story. The original tale is very odd to someone from a western culture, and it is difficult to understand. What Bartlett found is that over time, people's memory for the tale lost many of its original non-western idiosyncrasies and began to resemble more typical western stories. In short, Bartlett's participants were changing their memory of the tale to fit their particular view of the world. It turns out that Frederic Bartlett was about forty years ahead of his time. It was not until the 1970s that researchers began to think about the fluid and constructive nature of memory in earnest.

Instead, the early memory researchers focused on trying to figure out the different memory systems and describing their properties. The first “Cognitive Revolutionary” memory research took the form of an essay written by George Miller in 1956. His essay, “The magical number 7, plus or minus 2” has become one of the most famous papers in the history of psychology. The essay described Miller's observation that the number 7 seemed to have a special significance for human cognitive abilities. For instance, the number of pieces of information that a person can hold in memory briefly (in short-term memory, what researchers then called working memory) falls in the range of 5 to 9 (7 plus or minus 2) for nearly all people. Miller noted, however, that short-term memory capacity could be increased dramatically by using the process of chunking, grouping information together into larger bundles of meaningful information. For example, if you think of a number series as a set of three-digit numbers (rather than isolated digits), you would probably be able to remember 7 three-digit numbers, or 21 total digits.

Research in the 1960s was dominated by the information processing approach. As in computer scientists' flow-charting, in which systems and processes are drawn as boxes and arrows, the information-processing approach depicts the way information flows through the system. The most influential of the information processing descriptions of memory was developed by Richard Atkinson and Richard Shiffrin (1968). Atkinson and Shiffrin described memory as consisting of three storage systems.

![Figure 9.1: Atkinson and Shiffrin Model of Memory](image)

Sensory memory holds information in storage for a very brief period (around one second), just long enough for someone to pay attention to it so it can be passed on to the next system. Short-term memory is a limited capacity (about 7 items, or chunks), short-duration system, a temporary storage system for information that is to be transferred into (encoded...
into) long-term memory. Long-term memory is essentially permanent, essentially unlimited storage. Information is retrieved from long-term memory back into short-term memory.

Atkinson and Shiffrin’s description of memory is very close to the one used in section 5.1. The difference is that short-term memory is replaced in the module with working memory. The two concepts are not exactly interchangeable. The theory of working memory emphasizes that information is not simply held, but rather is used during short-term storage (Baddeley and Hitch 1974). So, for example, you might simply try to hold information, such as a telephone number, for a short time until you can get to a phone. Or you might have information in mind because you are using it to solve a problem. The current view of working memory also distinguishes between verbal and visual (or visuospatial) memory, which seems to capture an important distinction (Baddeley, 1996; Jonides et al., 1996; Smith et al., 1996). Whichever model you use (the original short-term memory, or updated working memory), it is clear that this temporary storage system is both limited in capacity and very temporary. Lloyd Peterson and Margaret Peterson (1959) provided a demonstration of just how temporary short-term memory can be. Their participants were given strings of 3 letters (for example, XPF) and prevented from rehearsing (by forcing them to count backwards by 3’s). Participants sometimes forgot the letters in as little as 3 seconds. By 18 seconds, very few people could remember any of the letter strings.

Researchers in the 1970s began to move away from the boxes and arrows of the information processing approach. They began to think again about the way memory functions in life and thus were picking up the long-neglected agenda of Frederic Bartlett.

Craik and Tulving’s levels of processing research and Bransford and Johnson’s “Doing the Laundry” research were important, in part, because they focused on memory not as a static, fixed storage system, but as a dynamic, fluid process. According to the levels of processing view, for example, information might last in memory for a lifetime, not because it was fixed in a long-term memory system, but because it was encoded, or processed, very elaborately. This is important, both to psychologists interested in understanding the nature of memory and to people who might be interested in improving their own memories.

Other researchers picked up on the role of inferences in determining understanding and memory. For example, Rebecca Sulin and James Dooling (1974) demonstrated how such inferences can actually become part of the memory for the story itself (similar to the way Bartlett’s subjects back in the 1930s changed their memory of the folk tale to be consistent with their views of the world). Half of the participants in their experiment were asked to remember the following paragraph, entitled “Carol Harris’s Need for Professional Help”:

Carol Harris was a problem child from birth. She was wild, stubborn, and violent. By the time Carol turned eight, she was still unmanageable. Her parents were very concerned about her mental health. There was no good institution for her problem in her state. Her parents finally decided to take some action. They hired a private teacher for Carol.

The other half of the participants read the same paragraph, but the name Carol Harris was replaced with Helen Keller. One week later, participants were given a recognition test. One of the test sentences was “She was deaf, dumb, and blind.” Only 5% of the “Carol Harris” participants mistakenly thought this sentence was in the original paragraph, but 50% of the “Helen Keller” participants made this error. Thus, participants made inferences about the story based on their knowledge of Helen Keller; the inferences later became part of the memory of the original story for many participants.

Researchers have also continued to make strides toward describing and distinguishing between different memory systems, one of the early goals of memory research. One distinction that you already saw is between declarative memory (facts and episodes) and procedural memory (skills and procedures). A related distinction is between explicit memory and implicit memory. Explicit memory is memory for which you have an intentional or conscious recall. It pertains to most of declarative memory. Explicit memory is what you are using when you say, “I remember…” Implicit memory refers to memory in which conscious recall is not involved, such as remembering how to ride a bicycle. It includes procedural memory, to be sure, but implicit memory can also be demonstrated using declarative memory. Suppose we ask you to memorize a paragraph and it takes you 30 minutes to do it. One year later, we show you the paragraph again and ask you if you still remember it. Not only do you not remember the paragraph, but you also do not even remember being asked to memorize it one year earlier (in other words, there is no conscious recall or recognition). But if you were to memorize the paragraph again, it would probably take you less time than it did originally, perhaps 20 minutes. This 10-minute
“savings in relearning” (Nelson, Fehling, & Moore-Glascock 1979) indicates that you did, at some level, remember the paragraph. This memory without conscious awareness is implicit memory.

There has been a debate among researchers about whether explicit and implicit memory are separate kinds of memory. Many experiments and case studies have been conducted that demonstrate differences (e.g., Jacoby & Dallas 1981, Rajaram & Roediger, 1993). For example, researchers have shown that some patients who suffer from brain injury-induced amnesia do not suffer deficits on implicit memory tasks, despite profound deficits on explicit memory tasks using the same information (e.g., Cohen & Squire 1980; Knowlton et al., 1994). Critics of this research, however, have suggested that the observed differences may reflect a bias in the way research participants are responding or some other phenomenon (Ratcliff & McCoon 1997; Roediger & + McDermott 1993).

More recently, cognitive neuroscience, which combines traditional cognitive psychological research methodology with advanced brain imaging techniques, has begun to shed light on the controversy. It appears that different brain areas are involved in implicit and explicit memory. Specifically, a brain structure known as the hippocampus (along with related structures) is central to the processing of explicit memories (i.e., memories in which conscious awareness is present), whereas it is relatively uninvolved in the processing of implicit memories (i.e., changes in behavior that are not accompanied by conscious awareness) (Schacter, 1998; Clark & Squire 1998) (see sec 9.2). Thus, it appears that cognitive neuroscience has produced good evidence that implicit and explicit memory might be different kinds of memory. Such research promises to clarify a number of other aspects of memory in coming years.

Cognitive Psychology in Perspective

Psychology began as a systematic investigation of the mind, then became the science of behavior, and is currently the science of behavior and mental processes. These changing conceptions illustrate changes in the centrality of cognitive processes in the field of psychology. Cognition has been, in turn, the near-complete focus of the field, completely banned from the field, and now, integrated into the field.

Cognitive psychology is a set of inquiries and findings that may seem rather abstract. Basic cognitive processes, such as sensation and perception, function to get the external world into the head. Intermediate level processes, such as memory, create mental representations of the basic perceptions. Higher-level cognitive processes, such as reasoning and problem-solving, use the outputs of these basic and intermediate processes. But knowledge of cognitive psychology can benefit you in many ways, as Modules 5 through 8 suggest. If you do follow the prescriptions presented in the modules, you will have greater success in school, to be sure. With more solid thinking skills, however, you will also be equipped to succeed as a learner throughout life, which means that you will succeed throughout life, period.

Please realize that both this applied focus and the more scientific focus are important to you. First, of course, in order to succeed in later psychology classes, many of you will need to know about the traditional, academic approach. More importantly, perhaps, careful attention to the details of psychological principles will help you to apply them to your life more effectively. For example, it is a deep understanding of how memory encoding works, even at the neuron level, that allows you to see why the principles for remembering that are suggested in Module 5 are so effective. Understanding why something works is much more compelling than simply realizing that something works. Similarly, when you understand what deductive reasoning is, why it is important, and why it is so difficult to do correctly; it can help motivate you to learn and practice these skills.

It is reasonable to expect that several trends related to cognitive psychology that have begun over the past decades will continue. First, the integration of a cognitive perspective into other psychology sub-fields will likely continue. As you will see throughout this book, insights about cognition have added to our understanding of psychological disorders, social problems such as aggression and prejudice, and of course education. Second, the merging of neuroscience and cognitive psychology—cognitive neuroscience—will continue. As brain imaging techniques become more accessible, more researchers will turn to them to look for brain activity and the structural underpinnings of cognitive processes.
Finally, cognitive psychology will continue its strong interdisciplinary orientation and Cognitive Science will flourish. Researchers and thinkers from fields such as psychology, computer science, philosophy, linguistics, neuroscience, and anthropology all had a hand in the development of cognitive science. From the beginning, then, cognitive psychologists have been talking to and working with researchers in several other disciplines. This trend, too, is likely to continue.

But wait, do researchers still care about Classical and Operant Conditioning?

Very careful readers might have noticed some important details in the section above where we began to address the limitations of the behaviorist view. First, although the research revealed limitations of these approaches, Rescorla, and Garcia and Koelling were conducting their research on the topics of classical and operant conditioning (in other words, they were not working against classical and operant conditioning, they were working for the topics). And you might have noticed the dates: 1969 for Rescorla and 1966 for Garcia and Koelling, well after the 1956 Cognitive Revolution that we told you about. It is essential that you realize that the revolution was not complete. Cognition did not force the older topics out of the research. Indeed, researchers are still publishing studies related to both classical and operant conditioning in 2020, over 100 years after the concepts were first discovered. “What else is there to discover?” you may wonder. “Surely, researchers must have figured out everything about these concepts in 100 to 120 years, right?”

It is probably fair to say that we will never learn everything there is to learn about a topic. Instead, researchers can continue to make discoveries by going in at least two directions. First, they can examine smaller and smaller parts, or details, in the processes. For example, Honey, Dwyer, and Iliescu (2020) proposed a classical conditioning model that predicted that the association between the US and the CS is different from the reverse association between CS and US. By paying attention to this asymmetry, they were able to account for findings that had eluded prior models of classical conditioning. The second key direction that can extend the useful life of a topic indefinitely is to develop applications of a topic. For example, Frost et al. (2020) recently described the operant conditioning principles that underlie a set of behavioral interventions that have been successfully used to help children with autism spectrum disorders learn new skills.

**cognitive neuroscience**: a field which combines traditional cognitive psychological research methodology with advanced brain imaging techniques
Every species has characteristics that distinguish it from every other species. These characteristics include physical traits (including brains) and behaviors, as well as the blueprints for producing these differences, which are genes. In psychology, the science of behavior and mental processes, we are interested in the genes, brains, and behaviors that make up our unique human nature. The subfield of psychology that is most directly concerned with human nature is biopsychology.

Many of the most exciting developments in psychology over the past couple of decades are related to the discovery of the biological underpinnings of human behavior and mental processes. Throughout the 1990s researchers made countless discoveries about the brain; more recently, many important discoveries have been made in genetics. To understand modern psychology, then, you must have a firm grasp of biopsychology (and the biological perspective, the application of biological thinking to any individual topic in psychology).

A 2019 survey published by United Health Services reported that 97% of US respondents agreed that mental illnesses are medical illnesses that can be treated effectively like chronic physical disorders (UHS, 2019). This is a much higher percentage than even 20 years ago, when only 55% of respondents agreed that “depression is a disease and not a state of mind that a person can snap out of.” Now, of course, these are different questions, and there are likely other differences in the survey methods that make it hard to compare these numbers. It is hard to argue against the conclusion that many more people today believe that mental illnesses are medical illnesses, however. Other surveys paint a somewhat different picture, however. The American Psychological Association published a survey reporting that 55% of respondents agreed that mental illnesses are different from serious physical illnesses. So, they might be medical illnesses, but they are apparently not the same type as illnesses like cancer and heart disease, according to many members of the public (APA, 2019).

In order to have any hope of formulating an informed opinion on this question, you would need at least two things. First is some knowledge of the biological workings of “human behavior and mental processes.” That, in a nutshell, is the major goal of this Unit. The second thing you would need you will find near the end of the book: a description of the biological factors involved in depression and other mental illnesses.

But first things first, the basics. We are not saying that you need to be an expert in biology, although that would certainly work. It is simply the case, however, that if you want to understand psychological phenomena and to have informed opinions about issues such as mental illness, your best defense is to learn some details about the biological underpinnings of psychology. What does it mean when researchers report that depression is an imbalance of brain chemicals? If personality is genetic, does that mean that it can never change? If your eyes convert light energy directly into brain activity, how can you be fooled by visual illusions? You can only answer these questions, and many others like them, with a solid understanding of biopsychology.

Many students are surprised to discover the importance of biology to psychology. In fact, psychology majors who intend to go on to graduate school should strongly consider taking the biology sequence that is intended for biology majors. It really is that important. It is not particularly difficult to convince students that biology is important for psychology. One only needs to look at a representative list of recent research articles in psychology to see the profound influence of biology. That does not necessarily make biopsychology easy, though, as many students struggle with it. There are at least two reasons why many students have difficulty understanding the biological perspective. Although the reasons may seem unrelated at first, they are not.

First, there is an extraordinary quantity of biological information. For example, in a typical biopsychology chapter of a General Psychology textbook, a student may be asked to memorize 15 or more divisions or parts of the brain, each with a specific function or two. Then, they have to learn the complex and confusing process by which the individual cells of the nervous system, neurons, generate and transmit electrochemical signals. Suffice it to say that many students find this an overwhelming task.
Second is the matter of what Francis Crick called the “astonishing hypothesis.” As many psychology instructors like to say, all human behavior and mental processes result from the tiny process of electrical particle exchange on the surface of a nerve cell and the chemical transfer of the signal to neighboring nerve cells. To put it mildly, that idea is just weird and very difficult to accept. As Crick, winner of the Nobel Prize with James Watson for their discovery of the structure of DNA, more eloquently put it:

“Your joys and your sorrows, your memories and your ambitions, your sense of personal identity and free will, are in fact no more than the behavior of a vast assembly of nerve cells and their associated molecules. . . This hypothesis is so alien to the ideas of most people alive today that it can truly be called astonishing.” (Crick, 1994)

Because people have difficulty with the very premise that everything we do and are comes from “the behavior of a vast assembly of nerve cells,” the whole enterprise seems unorganized and disconnected. As we explained in Module 5, material for which we do not see the organization is very difficult to remember, precisely because it is difficult to understand. We will address the “astonishing hypothesis” and offer a way to help you accept it in section 10.1 when we describe the behavior of nerve cells.

biopsychology: the subfield of psychology that focuses on the biological influences of mental processes and behavior

Unit 3 contains five modules:

Module 10, How Biology and Psychology Are Linked, introduces you to some of the fundamental principles, issues, and controversies associated with biopsychology.

Module 11, Brain and Behavior, leads you through the organization and parts of the nervous system, especially the brain and its most important individual cells, neurons.

Module 12, How the Outside World Gets into the Brain: Sensation, describes the important processes involved in translating stimulus energy from the world into neural signals.

Module 13, How the Brain Interprets Sensations: Perception, picks up where Module 12 left off, providing details about how the brain organizes and recognizes those neural signals so that we can make sense out of the input.

Module 14, “Biopsychology: Bringing Human Nature into Focus,” places the subfield in a historical context and wraps up with some current issues and controversies.
The discovery that at least some mental disorders have biological causes led to what has been called the era of biological psychiatry (Seligman, 1993). The key scientific development was Richard von Krafft-Ebing’s proof that a common form of madness, known through the centuries as general paresis, was actually caused by syphilis, a physical illness. Krafft-Ebing was able to make his discovery despite the fact that researchers had not yet developed techniques to see the germ that causes syphilis. Instead, he reasoned that because syphilis could not be caught twice, anyone suffering from general paresis must be immune to syphilis. When he exposed paresis patients to syphilis and none of them contracted the disease, Krafft-Ebing had his proof (Seligman, 1993).

According to Martin Seligman (1993), adherents to biological psychiatry believe that mental illness is actually a physical illness, which can only be cured by drugs. Further, they believe that personality, being genetically determined, is fixed. The idea that we cannot change that which is biological about ourselves, at least without pharmacological intervention, is a very sweeping and, to us, pessimistic conclusion.

Fortunately, that conclusion is far too simple to be correct, and it is rejected by most researchers in biopsychology (as opposed to adherents to what Seligman called biological psychiatry). As Modules 11, 29, and 30 reveal, sometimes a drug treatment is an important, even necessary, component of a cure for a psychological disorder. It is rarely a sufficient treatment by itself, however, and many disorders can be treated with no drugs at all.

This module gives you the background to judge why the broad conclusions of biological psychiatry are oversimplified. For example, it is true that a great deal of our behavior and mental processes have genetic causes. That does not mean that genes are the only causes, however, and it does not mean that they are unchangeable.

The module is divided into two sections. Section 10.1 describes the basics about genes and heredity. It is essential background information if you want to be able to understand many claims about genetics. The section also introduces you to behavior genetics, the subfield that allows you to estimate the degree to which a given trait is determined by genes, and the important developments in epigenetics. Section 10.2 introduces you to evolutionary psychology, a relatively new, important, and controversial perspective in psychology that tries to place what we know about genetics and psychology into the context of Charles Darwin’s theory of evolution by selection.

- 10.1 Genes and Behavior
- 10.2 Evolutionary Psychology

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 10, you should be able to remember and describe:

- Basic concepts of heredity: genes, DNA, chromosomes (10.1)
- Dominant and recessive genes (10.1)
- Genotype and phenotype (10.1)
- Interaction between genes and environment (10.1)
- Basic ideas and research methods of behavior genetics: heritability, twin studies, adoption studies (10.1)
- Theory of natural selection (10.2)
- Evolutionary psychology: natural selection, sexual selection (10.2)
Apply

By reading and thinking about how the concepts in Module 10 apply to real life, you should be able to:

- Make a reasonable prediction of the relative heritabilities of some common traits (10.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 10, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Compare your prior beliefs about nature and nurture to the textbook material on genetics, behavior genetics, and evolutionary psychology (10.1 and 10.2)
- Support your position in favor or against the basic claims of evolutionary psychology (10.2)
- Generate a possible evolutionary explanation for specific human traits and behaviors (10.2)

10.1. Genes and Behavior

<table>
<thead>
<tr>
<th>Activate</th>
</tr>
</thead>
<tbody>
<tr>
<td>In what ways are you similar to your closest blood relatives? In what ways are you dissimilar?</td>
</tr>
<tr>
<td>Do you believe that similarities and differences between people's personalities and other psychological tendencies result more from genetic factors or environmental factors?</td>
</tr>
<tr>
<td>Jot down anything you can remember about genetics from a biology class you have taken.</td>
</tr>
</tbody>
</table>

In the introduction to this module, we raised the possibility that there are things about yourself that you cannot change. Although the idea that psychological tendencies are fixed is wrong, there definitely are some unchangeables. You cannot change your parents, and you cannot change the genes, the coded information you inherited from them. There is a genetic contribution to just about any psychological phenomenon, trait, or behavioral tendency that you can think of.

As we have said, however, that does not mean that you are automatically doomed to suffer (or blessed to enjoy) the consequences of your genes.

On the other hand, you simply cannot ignore the role of heredity in psychology. In addition to helping you understand many important psychological phenomena, knowledge of the principles of heredity will certainly help you to understand yourself. A solid working knowledge of these concepts will help you make sense out of the large (and increasing) amount of information about genetics (and psychology) in the popular media.
Genetics

You should be aware of two important roles for genes. As you may already know, genes are the basic unit of heredity, the biological transmission of traits from parents to offspring. They do more than just determine the color of your eyes or how tall you will be, though. They also determine many psychological tendencies, which is why we care about them in psychology. What you may not have realized is that genes continue to work throughout our lives. Although many people think that genes finish their work as soon as we are born, they actually are responsible for the building of all the cells in our bodies throughout our lives. You have perhaps heard that proteins are the building blocks of our body. Did you ever wonder where the proteins come from? They are synthesized, or built from their component ingredients, by cells that have been programmed by genes. Although in psychology we concern ourselves principally with genes’ role in heredity, it is important to keep this other function in mind, too.

How genes determine traits.

In 2003, a team of researchers completed a map of the human genome, the complete set of all human genes, a project that began in 1990. Many casual observers believed that this impressive scientific feat would explain many human behaviors and mental processes. For example, they may have believed that somewhere in the genome we would find a gene for depression, another for happiness, another for aggression, and so on. The truth, however, is nowhere near that simple. At best, in the vast majority of cases, a particular gene might mean a predisposition, an increased likelihood that some psychological trait would be present. Further complicating matters is the fact that some genes actually have functions other than determining some trait. These genes act to turn on or off other genes, which in turn might produce the suspected predisposition only when other genes are also present and active.

As you might guess, the possible combinations are essentially limitless. Furthermore, a given behavior or trait might very well appear in many different ways. For example, consider Alzheimer's disease, a very serious disorder that leads to profound memory loss. A few cases of Alzheimer's strike as early as 40 years old. Three separate genes have been linked with many of these early-onset Alzheimer's cases (Goate et al., 1991; Sherrington et al., 1995; Levy et al., 1995). Over 99% of Alzheimer's cases begin after age 60, however. Two different genes have been linked with late-onset Alzheimer's, and together they are related to only about 40% of the cases (Bertram et al., 2000; Stritmatter & Roses, 1995). As you might guess from this short description, Alzheimer's disease is quite complex, and researchers are still trying to figure out what causes it; you will learn more about their progress in Module 16.

The fact that a given condition may be associated with several possible genes may help us to understand many puzzles. For example, we know that antidepressants are effective for only about half of the people who take them, but we do not know why. Perhaps there are different types of depression, with different physiological mechanisms because they result from the actions and interactions of different genes.

In order to understand genes’ role in heredity, it is important to know some details about how they are organized. Although genes are often considered the basic unit of heredity, they can themselves be subdivided into their components. Genes are made up of molecules of deoxyribonucleic acid, commonly called DNA. Nucleic acids, such as DNA, are the only kind of molecules in nature that can direct their own replication (Campbell & Reece, 2002). DNA contains all of our hereditary information, which can be reproduced and passed down to our offspring.

Genes themselves are organized into chromosomes. A chromosome is basically a doubled string of genes. Every species has a specific number of chromosomes; humans have 23. When sperm and egg meet during fertilization, each contributes one strand of 22 chromosomes (the 23rd is a little different, as we will describe in a moment). So you inherited half of your DNA from your mother and half from your father. On each chromosome, you have strings of paired genes, approximately 34,000 genes total. Every cell in the body contains a complete copy of your 23 chromosomes; thus, every cell has all of your particular genetic material.
One pair of chromosomes is special, the **sex chromosomes**. They determine your sex, along with some additional traits. There are two kinds sex chromosomes, X and Y. The X chromosome is much larger than the Y; in addition to information about your sex, it contains genes for other characteristics, such as colorblindness, that are not on the Y chromosome. The mother always contributes one X. The father may contribute an X or a Y. If the father contributes an X, the baby will be a girl; if he contributes a Y, the baby will be a boy.

**heredity:** the biological transmission of traits from parents to offspring  
**genome:** the complete set of all genes in a species  
**genes:** the basic unit of material that gets transmitted from parents to offspring  
**DNA:** deoxyribonucleic acid; these are the molecules that make up genes  
**chromosomes:** a doubled string of genes; each species has a specific number of chromosomes  
**sex chromosomes:** the chromosomes that determine your sex; there are two types, X and Y

This description of genetic heredity is rather simplified. The genes that go into each egg and each sperm may get scrambled a little bit through a process called crossing over, so the half-chromosomes you inherit from your parents are not identical to the ones they themselves have. In other words, you are not an exact genetic copy of half of each parent. Rather, you inherit large sections of DNA, along with some modified sections from the crossing over process.

In the simplest cases of trait transmission, a single pair of genes inherited from both parents determine a trait. For example, one version of the gene for eye color causes brown eyes, and another causes blue eyes. If you inherit the brown version from both mother and father, you will have brown eyes. Likewise, if you inherit the blue version from both, you will have blue eyes.

What if you inherit a brown version from one parent and a blue version from the other? Usually, one version dominates the other; it is called the **dominant gene**, and the other is called the **recessive gene**. In the case of eye color, brown is dominant. This means that if you have a brown version from one parent and a blue from the other, you will have brown eyes.

Because there are two ways that you can have brown eyes (brown-blue genes or brown-brown genes), biologists must distinguish between what they refer to as the **genotype**, the particular combination of genes, brown-blue or brown-brown in this case, and the **phenotype**, the physical trait exhibited, brown eyes. The distinction between genotype and phenotype helps to explain why some children with brown-eyed parents have blue eyes. If both parents have the brown-blue genotype, any of their children could end up with a genotype for eye color consisting of one blue-eyed gene from the mother and one blue-eyed gene from the father.

Now, keep in mind that eye color is controlled by a single set of genes. Psychological tendencies, such as shyness or irritability, are typically far more complex than this. There are many traits controlled by more than two versions of a gene or by two genes or more, and no interesting psychological tendencies have been traced to a single gene. Even in these more complicated cases, however, the relationship between dominant and recessive genes usually holds.
dominant gene: the gene version that codes the trait that the offspring will inherit when the parents contribute different versions

recessive gene: the gene version that codes the trait that the offspring will not inherit when the parents contribute different versions

genotype: the genetic coding that underlies a specific observed trait

phenotype: an observed trait, which might result from different specific gene version combinations

It’s not Nature versus Nurture, It’s Nature and Nurture

You may recall that in Module 4, we told you about one of the key historical philosophical debates that made it into the field of scientific psychology, namely, nature versus nurture. Are we a product of our genes (nature) or our experiences, upbringing, and environment (nurture)? You probably realized that even without us telling you that this really is a false dichotomy, a kind of oversimplification (see Module 1). It is not really one or the other. It is a combination of both. That is a pretty unsatisfying answer, however, kind of like just splitting the difference. It is indeed a bit more correct to note that personality, intelligence, mental illness, etc. are a result of genes and environment. But only a bit more correct. Seriously, now that you know this, do you really feel as if you understand the relative roles of genes and environment in psychology? We thought not (we assume you said, “No.”). So, let’s talk about 3 key ideas that really do help us to understand what we mean by “it’s nature and nurture.”

Behavior Genetics

There is a subfield of psychology that tries to sort out the nature–nurture puzzle by estimating the contribution of genes and environment for a given trait; it is called **behavior genetics**. Behavior geneticists come up with numerical estimates of the relative contributions of nature and nurture. For example, they have determined that the genetic contribution to intelligence is in the 50% – 75% range. These percentages are known as the **heritability** of some trait, which is defined as the percentage of trait variation in a group that is accounted for by genetic variation.

Notice in this definition that heritability is a conclusion about a group, not an individual. So, it does not mean that 50% – 75% of your intelligence comes from your genes, the rest from your environment. Rather, it means that if you give an intelligence test to a group of people, 50% – 75% of the differences in the scores can be attributed to differences in the group members’ genes. The main reason this is important is because the group you are examining can change; when it does, so too can your estimate of heritability. For example, suppose you administered your intelligence test to a group of children at a single elementary school in a wealthy suburb of Chicago. It is easy to imagine that the children at this school might very well have similar environments, most of them coming from stable two-parent homes, with similar economic backgrounds and educational experiences in and out of school. In this case, precisely because the children’s environments are so similar, a great deal of variation in intelligence test scores would have to be attributed to genetic variation (simply because there is not enough environmental variation). On the other hand, suppose your group of children included students from a privileged background and students from a very poor neighborhood in the city of Chicago. The differences in environments are enormous. The genetic contribution to differences in this group’s intelligence test scores would be overwhelmed by the differences in between the environments. In the first, suburb-only
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case, estimated heritability of intelligence would be high, closer to 75%; in the second case, it would be low, closer to 50% (or lower). Thus, the second important observation about heritability is that it is not a fixed number; it depends on the actual differences in the environment that are present for a group. This also means that when you hear about stable estimates of heritability, that the numbers are averages based on many individual studies involving many thousands of people.

The two most important methods that behavior geneticists use for estimating heritability are twin studies and adoption studies. In twin studies, identical twins, fraternal twins, and non-twin siblings are compared to each other. Identical twins are natural-born clones; they are identical genetic copies of each other. Fraternal twins are genetically no more similar than non-twin siblings, each sharing on average half of their genes. In a twin study, the three groups could be given a survey of life satisfaction, for example. If life satisfaction is heritable at all, the correlation between scores for the identical twins will be higher than that for the fraternal twins and non-twin siblings. The size of the difference in correlations between the groups can be used to come up with the estimate of heritability.

Adoption studies examine the other side of the coin. They look more directly at the contribution of the environment among people who do not share genes. Two children born to different parents adopted into the same family can be compared to examine the influence of shared environment on the traits in question.

A somewhat glib summary of the conclusions of the behavior geneticists is that everything is heritable. Steven Pinker (2002) notes, however, that this statement is only a slight exaggeration. Pinker’s partial list of psychological traits and conditions that have a significant genetic component includes autism, dyslexia, language delay, learning disability, left-handedness, depression, bipolar disorder, sexual orientation, verbal ability, mathematical ability, general intelligence, degree of life satisfaction, introversion, neuroticism, openness to experience, agreeableness, and conscientiousness. We will have several opportunities to examine the link between genetics and these and other phenomena throughout the book. But keep in mind that ‘significant genetic component’ does not mean 100%. In fact, most estimates of heritability for different psychological traits and conditions hover around or below 50%. In most cases, you are not trapped by your genes, even though they play an important role in shaping human behavior. And this brings us to the second key idea.
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| adoption studies: a method in behavior genetics in which children with different biological parents but the same adopted family are compared in order to assess the impact of a shared environment |
| behavior genetics: the psychological subfield that estimates the contribution of genes and environment for specific psychological tendencies and traits |
| heritability: the proportion of variability in a trait throughout a group that is related to genetic differences in the group |
| twin studies: a method in behavior genetics in which identical twins, fraternal twins, and non-twin siblings are compared in order to assess the heritability of a trait |

**Gene x Environment interaction.**

Further complicating matters—or as we prefer to think about it, making matters more interesting—are questions about how genes and environment combine. Basically, genes and environment interact. Let’s take a simplified example to illustrate some of the issues involved. Suppose researchers discovered a single gene for aggression (extremely unlikely at this point). Imagine that you, as someone with that aggressive gene, are placed into an environment in which no one ever makes you angry. It is possible that you might never become aggressive. Perhaps you can begin to see why you are not a slave to your genes.
You can also access this video directly at: https://youtu.be/QxTMbIxEj-E

(In a classic episode of The Twilight Zone, a town lives in fear of a young boy who punishes people with his tele-kinetic powers whenever anyone makes him angry. The townspeople spend their days making sure the boy never gets angry, a failed attempt to create the environment we just suggested. If you need a fun 5-minute break, watch the clip above.)

The best way to think about the role of genes in the development of psychological traits is that the genes may create a **predisposition**, a tendency to possess a particular trait. In order for the trait to be realized, however, the person must be exposed to a certain environment. For a more realistic example, Terrie Moffitt and Avshalom Caspi are frequent contributors to the research literature on gene x environment interactions. In one study of over 2,000 children, they found that those who had been bullied were more likely to develop emotional problems, but only if they possessed one specific variant of a gene that is related to regulation of serotonin concentration (a neurotransmitter implicated in mood, see Module 11).

**predisposition**: a tendency to possess a certain trait. Genes are said to predispose individuals to develop certain traits in the right environmental conditions.
Epigenetics

And finally, the third, and perhaps most interesting, key idea to help us understand the complexities of nature and nurture. Perhaps you had already learned about the distinction between genotype and phenotype in an earlier biology class, so you were familiar with dominant and recessive genes and their role in getting from genotype to phenotype. In this section, we will describe a second essential factor in producing phenotype. This factor is epigenetics, one of the key developments in genetics over the past 40 years. Epigenetics refers to changes in gene expression that are not related to the contents of the genes themselves (i.e., changes in the DNA) (Weaver, 2020). In other words, they change the activity of DNA without changing the DNA itself (Lester et al., 2016).

To understand these definitions, you need to know what we mean by gene expression or gene activity. The basic concept is relatively simple. Genes provide the instructions for the body to produce proteins. A gene might be present in a particular cell of the body, but it only provides those instructions when it is expressed. Think of it as turning on the gene so that it can perform its work (producing a protein). These proteins then go on and do x, y, and z.

Chemicals called tags can become attached to small portions of DNA and can influence the expression of the genes (increasing or suppressing it). This collection of tags is called the epigenome. So the importance of epigenetics is that there are substances within the epigenome that can increase and others that can suppress the expression of genes, but they don't do anything to permanently change those genes. The key idea that places this in the nature and nurture context is that research, mostly on rats and mice, suggests that the epigenome can be affected by the environment. For example, Weaver et al. (2004) showed that rat pups’ epigenome changed as a result of mothers’ licking and grooming behaviors.

Researchers have recently begun to apply epigenetics to human behavior, that is, psychology (Lester, Conradt, & Marsit, 2016). Three key psychological areas in which researchers have applied epigenetics are development and mental health (and regular stuff?).

For example, Koopman-Verhoeff et al. (2020) found that epigenetic mechanisms are associated with certain types of sleep problems in children. On the other side of the lifespan, Pivsha et al. (2020) discovered the role of epigenetic mechanisms in psychotic symptoms that affect some sufferers of Alzheimer’s disease.

All of this is interesting and reveals some important context to the idea of a gene x environment interaction. If you were not already familiar with epigenetics, though, we predict that the next point will amaze you. The epigenome can be transmitted across generations. In other words, suppose diet affects your epigenome (this is very likely true, by the way; see Hullar & Fu, 2015). The tags that get attached to your DNA—that is, the epigenetic changes—change the way your own genes express proteins, as we have described. But these same epigenetic changes might be transmitted to your children when they are born. How is that for pressure? Junk food is not just bad for you; it might also be bad for children you might have in the future.

Debrief

• Which psychological traits or tendencies do you think would have the largest genetic component (i.e., highest heritability)? Which would have the smallest?
• What do you think would be the relative heritability of such well-known psychological tendencies as happiness, anxiety, depression, intelligence, and extraversion?
8.2. Evolutionary Psychology

Activate

• Do you believe in Charles Darwin's theory of natural selection (evolution)?
• In your opinion, what is the main objection that people have to the concept of evolution?
• Why might some people who believe in evolution in general object to its application to psychology?

Although evolution is one of the most important discoveries in the history of science, it has often been accompanied by controversy. Charles Darwin's *On the Origin of Species by Means of Natural Selection*, which introduced the basic theory, generated an explosive public reaction. Today, criticisms of evolutionary psychology have gone so far as to include insults about the researchers' sex lives (Pinker, 2002). Although this is not the place for a full discussion of evolution and the controversy surrounding it, a short treatment of the issues is in order.

The Controversy over Evolution

When people refer to evolution, they are referring to Charles Darwin's theory of natural selection or one of the modern versions of it. Darwin formulated the theory of natural selection after a long journey through the South America region as a young man in the early 1830s. During the voyage, he observed and collected many fossils and samples of plants and animals. He was struck by how similar South American samples were to each other and how different they were from European samples with which he was familiar. At the same time, he was reading about the then-new idea that the earth was very old and changing. Upon his return, Darwin began to realize that species must have changed over time in response to their environment—in short, that species evolve. He proposed the theory of natural selection in 1859 to explain how evolution occurs.

Natural selection means that traits that allow an organism to survive are more likely to be passed down from parents to offspring. The reason is simple; the beneficial traits are more likely to keep the organism alive long enough to reproduce. Over time (usually very long periods of time), as more and more of the organisms with the beneficial traits reproduce, and fewer and fewer of those without them do, species evolve to have only the beneficial traits. These beneficial traits are known as adaptive traits.

Even back then, Darwin had an enormous amount of supporting evidence, and evolution was accepted by most biologists very quickly (Campbell & Reece, 2002). The public, however, especially in the United States, resisted the theory. Even today, most adults in the US do not believe in evolution. For example, a recent survey found that 40% of US adults believe humans were created in our present form in the last 10,000 years (Gallup, 2019). On the other hand, there is an overwhelming consensus among scientists in favor of evolution (Pew Research Center, 2020). They note that evolution is supported by an enormous body of evidence, so much evidence that the theory has attained the status of fact (Futuyma, 1995). David Buss (2007) points out that there has never been a scientific observation that has falsified the basic process of evolution by selection.

Many non-scientists do not believe in evolution because it contradicts their belief in the literal interpretation of the Judeo-Christian Bible. Although this is not the place for a full discussion of this controversial issue, there is one important fact to keep in mind. Belief in evolution can co-exist with belief in the Bible. In 1950, for example, Pope Pius XXII stated that “there was no opposition between evolution and the doctrine of the faith about man and his vocation, on condition that one did not lose sight of several indisputable points.” In 1996, Pope John Paul II agreed. Granted, both popes did dispute some important facets of particular theories of evolution, but they had seen the scientific evidence in favor of evolution and understood that it is overwhelming.
The Controversy over Evolutionary Psychology

With this brief background in evolution, we can now move on to evolutionary psychology.

Of course, a public that does not accept evolution, in general, is not likely to put much stock in evolutionary psychology. The controversy runs deeper, however, as even many psychologists are not persuaded by many of the claims of evolutionary psychologists. Let us briefly examine the issues. Throughout the later modules in the book, we will have opportunities to revisit and amplify these issues as they relate to specific claims about people.

The goal of evolutionary psychology is to understand the human mind/brain from an evolutionary perspective (Buss, 2007). It is concerned with how the current form of the mind was shaped; what the components of the mind are, how they are organized, and what they are designed to do; and how the environment interacts with the mind to lead to behavior. There are two ways to apply evolution to psychology, corresponding to two mechanisms originally outlined by Darwin. The first is natural selection as described above, through which traits end up common in humans because they helped our ancestors to survive long enough to reproduce. The second is sexual selection, through which traits are selected in a species because they helped our ancestors win a mate (Buss, 2003).

Psychologists have had little trouble accepting the first application, natural selection. For example, in order for our human ancestors to survive long enough to reproduce, they had to be able to escape from predators. Those that were able to find a boost of energy and strength during such times of danger were able to successfully fight or flee from the predator. Thus, we have evolved a stress response commonly known as the “fight or flight response,” that increases our heart rate and blood pressure, and diverts blood flow from body systems not needed to face the danger, such as digestion, and sends it to the large muscles of the arms and legs.

Sexual selection, however, has not been as safe from controversy among psychologists. The types of strategies suggested by sexual selection involve competition within genders and preferences in mating partners, which are ideas that have met with a great deal of resistance. For example, evolutionary psychologists have noted that men across the world tend to prefer women whose physical appearance signals fertility, such as youthfulness and a low waist-to-hip size ratio (that is, waist significantly smaller than hips). These women, the evolutionary explanation goes, were assumed to be more likely to become impregnated, which would allow the man to reproduce. Observations like these reinforce sexist stereotypes and consequently, have been met with a great deal of resistance from some psychologists.

From a psychologist's perspective, the problem with these descriptions of natural selection and sexual selection so far is that we have not described a scientific approach to understanding human behavior and mental processes. Rather, an evolutionary psychology fashioned this way is simply telling stories about how some human traits came to be; some critics of evolutionary psychology have called them “just-so stories,” named after the fanciful tales by Rudyard Kipling that told how the elephant got its long trunk, for example (it was stretched by a crocodile). To be a bit more precise, the critics assert that evolutionary psychology does not generate useful scientific theories because they can seemingly explain any possible phenomenon. For example, one might be able come up with an evolutionary explanation for why women would prefer men who signaled fertility. The critics feel that evolutionary psychology is too “after the fact,” or post hoc.

Supporters claim that a careful examination of the methods of evolutionary psychology reveals that this criticism
may be somewhat off base, however. To be sure, evolutionary psychologists sometimes seem to work in reverse of the typical “use theory to generate hypotheses and make observations” order. Rather, they find some interesting observation and generate a hypothesis or theory to explain it. If the evolutionary psychologists stopped there, the critics would have a valid criticism. They do not stop, however. Instead, now armed with a new theory, they go on to generate novel predictions. Further, they do so by using multiple types of data collection strategies, such as comparing different species; comparing genders within a species; and examining historical, anthropological, or paleontological evidence (Buss, 2007). But the debate continues. Philosopher Subrena Smith (2019) has tried to unravel the entire field of evolutionary psychology by noting that it is impossible to know if present-day cognitive mechanisms were actually adaptive in the past because no one really knows what the true environmental pressures were in the past. Absent that knowledge, we would at least need a “fossilized” version of an ancient human brain, something else that does not exist. She refers to this as the matching problem, and contends that it makes evolutionary psychology unscientific (not being concerned with actual empirical observations). As a result, she claims that evolutionary psychology is impossible, and the early response to her thesis has stirred up strong opinions on both sides of the debate (Mind Matters, 2020).

It is difficult to completely deny that evolution plays a role in human psychology. After all, evolution is the unifying theme of all of biology. Humans are every bit biological organisms as the members of any other species are, and our brains are not exempt from the processes that affect all other animals’ brains. One problem is that part of the controversy seems to stem from some of the specific explanations that come from evolutionary psychology and with some of the non-scientific ideologies associated with the application of evolution to humans.

Throughout the theory's history, people supposedly following the principles of Darwinian natural selection have initiated (and followed through on) some heinous activities. For example, the eugenics movement of the early 20th century was essentially an attempt to selectively breed humans—that is, to impose selection pressures on people (Hunt, 1993). The most horrific institution of a eugenics-like policy in modern times was the “final solution” of the Nazi-led Holocaust, Hitler's attempt to create a genetically pure Aryan master race. Another, less dramatic, perversion of Darwinian principles were known as social Darwinism. According to social Darwinism, people who were economically worse off were so because they were genetically less fit. Herbert Spencer, an early proponent of this view, believed that to help the less well off could conflict with the process of evolution and ultimately hurt humanity. Steven Pinker (2002) notes, however, that the social Darwinists were confusing economic success with reproductive success; social Darwinism simply does not follow from the theory of natural selection. The history of the misuse of evolutionary theory makes many observers nervous about any application of the theory to people.

The concept of sexual selection also has some serious political baggage connected to it. For example, evolutionary psychology reframes phenomena such as conflict, aggression, sexual jealousy, and deception as adaptive solutions to problems of survival and reproduction faced by our ancestors. For example, sexual jealousy may have evolved as an adaptive solution to the problem of uncertain paternity (Dal et al., 1982). Quite simply, a male can never be completely certain that the baby born to his mate is his. Therefore, ancient males who had a strategy to prevent female infidelity—that is, males exhibiting sexual jealousy—were more effective at impregnating their mates and producing offspring. Further, one of the key strategies of dealing with sexual jealousy may have been to assault one’s mate, to ensure that she did not stray. This is an alarming prospect that something like spousal abuse is explained by saying that the behavior was an adaptive solution to an ancient reproductive problem.

Evolutionary psychologists are sometimes seen as apologists for social ills, such as spousal abuse, gender and racial inequality, and male violence. Leaping to the defense of evolutionary psychology, Pinker’s (2002) simple observation is that we can and should have a system of values and morality that is independent of our biological predispositions. For example, evolutionary psychology suggests that men and women have key psychological differences. If our society deems discrimination against a gender wrong, however, it should be irrelevant whether women on average tend to experience basic emotions (not including anger) more intensely than men. David Buss (2003), a prominent evolutionary psychologist, argues that the fact that humans may have antisocial psychological tendencies that arose because of our ancestral past does not excuse this behavior in modern people. In fact, he notes, by acknowledging antisocial tendencies, we stand a better chance of solving social ills.

The jury is still out on many of these questions; we just do not know whether particular evolutionary explanations of
human behavior are correct or not. It would be a tragedy if the fear of ideological contamination prevented the research from being done, however, especially if the evolutionary psychologists are correct. On the other hand, we must continue to be vigilant about the misuse of evolutionary principles to drive an unfair or dangerous agenda, and we must insist that proponents of a new subfield adhere to the highest scientific principles (see Module 14 for another take on this debate).

- **evolutionary psychology**: the subfield of psychology that focuses on understanding the human mind/brain from an evolutionary perspective
- **sexual selection**: the process through which specific traits are passed on from parents to offspring because they helped an individual win a mate
- **eugenics**: a misuse of evolutionary principles that attempted to selectively breed humans to remove “unwanted” traits from humanity
- **social Darwinism**: a misapplication of evolutionary principles that proposed that people who were worse off economically were so because they were evolutionarily less fit
- **stress response**: commonly known as the “fight or flight response.” The physiological response that results in increased heart rate and blood pressure, diverted blood flow from body systems not needed to face the danger, and increased blood flow to the large muscles of the arms and legs.

**Debrief**

- Try to come up with an evolutionary explanation for: Male and female sexual infidelity, sadness, anger, anxiety, happiness
Module 11: Brain and Behavior

In section 10.1, we noted that genes are responsible for building all of the cells in our body. In this module, we will introduce you to many of the cells and groups of cells that genes build in the nervous system.

The individual cells in the nervous system are called neurons, cells that generate and transmit electrochemical signals. Neurons are the basic cells of the nervous system, including our brains. Our genetic blueprints also set up the organization of those neurons into the different divisions of the nervous system and the specific parts or functional areas within the brain.

Module 11 is divided into three sections. Section 11.1 describes the electrochemical activity that takes place in an individual neuron and allows neurons to communicate with each other. It also explains a bit more about the “astonishing hypothesis” and lays out the divisions between the parts of the nervous system. Section 11.2 is devoted to the brain; it describes the functions and locations of several of the parts that are most important in human behavior and mental processes. Section 11.3 brings together the information from the previous two sections by returning to the communication process between neurons. The section describes neurotransmitters, the chemicals that carry signals between neurons throughout the nervous system. It concludes with a short introduction to neuropsychopharmacology, the understanding of brain and behavior through the discovery of the neural actions of drugs.

11.1 Neurons and the Nervous System
11.2 The Brain and Behavior
11.3 Neurotransmitters and Neuropsychopharmacology

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 11, you should be able to remember and describe:

- Action potential and resting potential: dendrites, cell body, axon, myelin (11.1)
- Neural communication: terminal button, vesicle, neurotransmitter, synapse, receptor site (11.1)
- Central and peripheral, somatic and autonomic, sympathetic and parasympathetic nervous systems (11.1)
- Major parts and functions of hindbrain: medulla, pons, reticular formation, cerebellum, thalamus (11.2)
- Major parts and functions of forebrain: hypothalamus, pituitary gland, amygdala, hippocampus, limbic system, cerebral cortex, frontal lobe, parietal lobe, occipital lobe, temporal lobe, primary motor cortex, prefrontal cortex, primary sensory cortex, primary visual cortex, primary auditory cortex (11.2)
- Major functions and location of midbrain and corpus callosum (11.2)
- Methods of discovering functions of the brain: case studies, animal research, electroencephalogram, positron emission tomography, functional magnetic resonance imaging (11.2)
- Common neurotransmitters: endorphins, cannabinoids, serotonin, GABA, acetylcholine, norepinephrine, dopamine (11.3)
- Neuropsychopharmacology: Agonists and antagonists, reuptake (11.3)
Apply

By reading and thinking about how the concepts in Module 11 apply to real life, you should be able to:

- Come up with your own examples of situations in which your sympathetic and parasympathetic nervous systems were active (11.1)
- Predict the behavior changes that might result from a brain injury or disorder (11.2)

Analyze, Evaluate, or Create

By reading and thinking about Module 11, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Evaluate the Astonishing Hypothesis in light of the computational theory of the mind (11.1)
- Propose potential agonistic or antagonistic mechanisms of specific substances and drugs (11.3)

11.1 Neurons and the Nervous System

The cognitive revolution (Module 9) showed us how mental processes, such as intentions, desires, and consciousness, could be seen as the manipulation of information within the brain. Thus it helps us begin to understand the “astonishing hypothesis,” the idea that everything we are and do starts with electrochemical processes within and among nerve cells. Researchers have called it the computational theory of mind. The brain receives input from the world through the sensory organs (details in Module 12). The input is translated into neural signals that correspond to the information from the world; then, the neural signals are transmitted to other parts of the brain for more processing.

Although you do not need to know all of the details of this process, a few observations and facts can help you to see how these neural signals might work to create a complex thinking system, such as a human brain:

- As you will see in this section, a neuron is very much like a little switch; it is either on or off.
- Computer programs and mental processes are both computational procedures, in which information is manipulated.
- Any computational procedure can be expressed as a series of little on/off signals.
This last point was proven mathematically by the mathematician Alan Turing in 1936. Think of the most complicated computer program you can imagine (for example, a complex video game or a program that can recognize speech, a very difficult task). Although the program was written in a programming language, the commands are actually translated into a series of on/off signals, and that is what the computer executes. Of course, for a complicated computational procedure, it would be a very long and very complex sequence of signals. Because our mental processes are probably among the most complicated computational procedures in the universe, the sequence of on/off signals, provided by our neurons, would be extremely complex. These procedures are so complex that researchers still are not very close to figuring out what the sequence is, by the way.

Neural Signals

Module 5 briefly introduced you to the parts of a neuron and described the process of ion exchange that constitutes neural activity. In this section, you will get many more details about this process. Although the process is complicated, remember that what the neuron is accomplishing is actually quite simple; it is either turning on or staying off, just like the signals or switches that constitute complex computer programs, or the light switch in your room.

Recall that the three main parts of a neuron, for our purposes, are the dendrites, cell body, and axon. The typical neuron has many dendrites, one cell body, and a single axon (there are other types of neurons but we can learn the main ideas by focusing on this typical type). The purpose of dendrites is to receive incoming signals; the purpose of the axon is to carry a neural signal away from the neuron. (See Figure 11.1)

There are three main processes involved in neural activity:

- The initiation of an electrical signal in a neuron
- The movement of that electrical signal through the neuron's axon
- The transmission of the signal, in chemical form, to other neurons

![Figure 11.1: A Neuron](image)
Resting Potential and Action Potential: Initiation of the Signal and Its Movement Through the Axon

A neuron receives excitatory and inhibitory signals at its dendrites and cell body; the signals come from many other neurons or from stimulation from the outside world. An excitatory signal is one that is instructing the neuron to pass along the signal. An inhibitory signal is one that is instructing the neuron not to transmit a signal. (Think of the excitatory signal as telling the neuron to “turn on,” and the inhibitory signal telling it to “stay off” if you're thinking of the switch analogy). The neuron collects all of these signals and adds them together. If there are enough excitatory signals, the neuron fires and generates an action potential.

The most important concepts for you to understand in the neural signaling process are the action potential and resting potential. Potential is another word for voltage, or potential difference. It is basically a difference in electrical charge between two areas. The electrical charge is the result of the location of electrically charged particles called ions. There is a potential, or potential difference, because there is a different concentration of positive and negative ions inside and outside of the axon of a neuron.

The resting potential is the voltage on the inside versus the outside of the neuron when it is at rest (when it is “off”). The action potential is simply a voltage, or an electrical charge, that travels down the length of a neuron's axon (when it is “on”). It begins at the part of the axon nearest to the cell body and makes its way bit by bit to the end of the axon.

Why are ions crucial to action potentials and resting potentials? Think about the concept that opposites attract and likes repel. A positively charged ion is attracted to a negatively charged ion and repelled from another positively charged ion. Similarly, a negatively charged ion is attracted to a positive one and repelled from another negative one.

Let's delve a little deeper into the application of this concept to neural activity, so you can fully understand action and resting potentials. Neurons are floating in fluid, and they have fluid inside of them. There are electrically charged ions in both fluids. In the fluid on the outside of the neuron, there are positive ions, specifically sodium (Na⁺), and negative ions, specifically chloride (Cl⁻). There are more sodium ions than chloride ions, so the fluid outside of the cell has an overall positive electrical charge. When the neuron is at rest (i.e., resting potential), inside the cell there are positive ions, (K⁺), and negative ions, chloride (Cl⁻) and other anions (negatively charged particles, essentially proteins). Because of the chloride and the other anions, the fluid inside the neuron has an overall negative electrical charge.

- So, to summarize so far: Lots of sodium (Na⁺) is outside, lots of chloride and protein are inside (both negative) when the neuron is at resting potential.

Remember: Opposites attract and likes repel. Negative ions will try to move away from other negative ions and toward positive ions. Positive ions try to move away from other positive ones and toward negative ones. The effect is that the negative ions are trying to get out of the neuron and the positive ions are trying to get in. At the same time, particles have a tendency to move from areas where they are highly concentrated to areas of low concentration, a process called diffusion. So, sodium, being highly concentrated on the outside is trying to move inside because of diffusion as well as
the attraction to the negative particles. The surface, or membrane, of the neuron is what limits this activity that the particles tend toward, resulting in the electrical potential, specifically, the resting potential.

- During the resting potential, the neuron has an overall negative charge, as there are more negative ions inside, and more positive ions outside. At the same time, the negative are trying to get out while the positive are trying to get in.

When the action potential begins, the surface of the axon nearest to the cell body changes. Basically, some channels open up to allow ions to move more freely into the axon. Because the sodium ions are attracted to the inside of the neuron, they immediately rush into the now opened section. This is the essence of the action potential: it is a positive electrical charge that is caused by the influx of sodium ions into one tiny section of the axon. What happens next is the same type of channels open in the section of the axon a little farther out, allowing a new rush of sodium into this new section. An instant later, new channels that will allow ions to flow open up in the first section of the axon. Positive ions, this time potassium, can now be forced out of the axon by the abundant sodium ions surrounding them. Thus, the first section of axon has its electrical charge returned to normal. The process then repeats itself again and again down the entire length of the axon. (See the four-part Figure 11.2, beginning below.)
Let us pause briefly to put the process so far together:

- Dendrites and the cell body of a neuron receive excitatory and inhibitory signals, mostly from other neurons.
- If enough excitatory signals are transmitted to the neuron, it begins an action potential at the part of the axon nearest to the cell body.
- The action potential proceeds as sodium ions move into and potassium ions move out of the axon; the action potential travels one microscopic section at a time down the length of the axon.
**anion**: a negatively charged particle

**diffusion**: the tendency for particles to move from areas of high concentration to areas of lower concentration

**ion**: an electrically charged particle

**action potential**: an electrical signal (voltage) that travels down a neuron's axon; it results from the movement of positive ions into and out of the axon

**resting potential**: the voltage of a neuron when it is at rest; it results from positive ions outside and negative ions inside the neuron

**excitatory signal**: a signal entering at a neuron's dendrites or cell body instructing the neuron to transmit its own signal

**inhibitory signal**: a signal entering at a neuron's dendrites or cell body instructing the neuron to not transmit its own signal

An action potential is quite slow. Ions must flow in sequence into and out of an axon throughout its entire length (an axon of a neuron involved in movement can be several feet long). Fortunately, many neurons have a method that speeds up the process. Specifically, other cells in the nervous system, called **glia**, form a substance called **myelin**, which wraps around the axon and joins together some of the microscopic sections to form larger sections (see Figure 11.1 above). The positive ions that make up the action potential quickly float through each myelinated portion of the axon, and the action potential itself takes place only at the breaks between the myelin sections (the sections where the action potential occurs are called nodes of Ranvier).

By the way, glia are among the most interesting topics to current neuroscientists. For many years, researchers thought that glia served little purpose other than to protect, provide nutrients for, and hold together the neurons of the brain (glia means “glue”). Recently, researchers have discovered that glia actually participate in the signaling that we thought was unique to neurons. Currently, many researchers are trying to discover the full contribution of glia to the functions of the nervous system (see Module 14).

**glia**: types of cells, other than neurons, in the nervous system

**myelin**: a substance that covers many of the brain's neuron's axons; it protects the axon and speeds up the action potential by allowing it to jump from one non-myelinated section to the next.

**Neural Communication: Transmission of the Signal to Other Neurons**

When the action potential reaches the end of the axon, it must be transmitted to other neurons in order for its signal to be carried throughout the nervous system. This communication between neurons takes place at what is called a **synapse**, the area where two neurons come together. A synapse is where the end of the axon of one neuron is situated...
very close to (but not touching) a dendrite or the cell body of a neighboring neuron. Neural communication takes place when chemicals called neurotransmitters are released from the axon, float across the small space between the two neurons, and land on the dendrite or cell body of the neighboring neuron.

A few details are necessary to understand the process well. Axons end with their own little branching sections, and each tiny branch ends with a slightly swelled area called a terminal button. Neurotransmitters are stored in tiny spaces called vesicles in the terminal buttons. When an action potential reaches a terminal button, it causes the vesicles to open and release their neurotransmitters into the synaptic gap between the two neurons. The neurotransmitters float across the gap and land on receptor sites on the dendrites or cell body of the neighboring neuron. Then, the receptor sites open up to allow ions to float into or out of the neuron. These ions will cause tiny electrical charges, or potentials, in the second neuron. In this way, the signal is sent from the first to the second neuron.

Some neurotransmitters are excitatory; other neurotransmitters are inhibitory. A receiving neuron must collect all of these excitatory and inhibitory signals and decide whether or not it will generate its own signal. We hope that this sounds familiar. This, of course, is the input collection process that we described at the beginning of this section. There are many different neurotransmitters, and each one can only influence certain receptor sites, much like a key that can only fit certain locks. Keep in mind that an axon branches off into many terminals (sometimes thousands), each of which forms a synapse with a neighboring neuron, so a single neuron releases very many neurotransmitters to many different other neurons.
**Stimuli for Neural Activity**

One of the more confusing aspects of the process of neural communication may be the question of how or where the whole thing starts. We mentioned that our target neuron is collecting signals mostly from other neurons, which are collecting signals from other neurons, which are collecting signals from other neurons, and so on. So where does the process start?

Often the first neuron in the process is a **sensory neuron**, one that receives input from the outside world. For example, your eye receives light, which is transformed into neural signals, which are recognized as a table or some other thing as the signal flows through the brain.

What about when input from the external world does not seem to begin the process? Where do spontaneous, random-seeming thoughts come from?

Imagine taking a shower in a health club locker room. As you turn off the water and begin drying your face, the distinctive odor of the industrially washed towel instantly reminds you of summer camp when you were in middle school. Then middle school reminds you of high school, which reminds you of your favorite teacher, who hired you to work as a lifeguard at a community pool during one summer. After reminiscing about your high school summers, and in particular, the attractive person with whom you used to flirt in the guard station, you looked up and wondered why you were thinking about them. This kind of thinking, known commonly as a stream of consciousness, is not random, although it might seem like it is. Each successive thought was clearly connected to the thought that preceded it. Imagine, then, a set of neural signals that leads from one thought to the next. The only thought that is not preceded by another one is the first. What preceded that thought? The odor of the towel. So, the whole stream of consciousness began when the external environment was perceived. That perception led to a thought (the initial reminding), and the whole stream of thoughts took off from there. Pay attention to it yourself sometime. Work backwards from your current stray thought. What made you think of it, what made you think of the previous thought, and so on? You may be surprised to discover how often the stream of thoughts can be traced back to some stimulus in the environment. Many thoughts that seem random are not.

What about when something really does just pop into your head, however? How does that happen? Many of these events can probably explained by the way memories are stored and retrieved. When an event occurs and is stored in memory, many properties of the event are stored with it (colors, odors, sounds, emotions, physical feelings, and so on). Any of these properties may serve as the entry point into the memory, that is, as a retrieval cue (Module 5). For example, imagine that you receive the best grade on your next psychology exam that you have ever gotten, and the news puts you in a very happy mood. Several weeks later, a new event puts you in the same mood; the repetition of the mood reminds
you of the exam. If you are reminded of some event without realizing what did the reminding, the consequent thought will seem as if it just popped into your head.

A great deal of mental processing goes on outside of conscious awareness. Often the results of that unconscious processing seem as if they just popped into your head. It is also possible, though, that sometimes a thought really is random. Neurons fire spontaneously and randomly throughout the day. Most of the time, this random firing has no effect on our thinking. Recall that in order for a neural signal to have an effect on another neuron, the signal must be combined with the signals from many other neurons. Occasionally, however, the results of random neural firing may lead to sufficient stimulation to generate a series of signals that can lead to a conscious thought.

The Organization of Neurons into the Nervous System

Just as few thoughts are truly random, neurons are not joined together randomly. There are specific pathways and clusters of cells throughout the nervous system. They make up key parts of the brain and important pathways for information flow throughout the nervous system (for example, see Module 12 about vision pathways).

In addition, there are some major divisions in the nervous system. The most basic division is between the central nervous system and the peripheral nervous system. The **central nervous system** is simply the brain and spinal cord, basically command central for the rest of the nervous system. The **peripheral nervous system** is the part that runs through the rest of the body; it is divided into the somatic nervous system and the autonomic nervous system. The **somatic nervous system** controls many of the muscles of the body; it consists primarily of neurons for sensation, **sensory neurons**, and for body movement, **motor neurons**. For example, as you sit in the library studying for an upcoming exam, sensory neurons within the somatic nervous system relay information about pressure and tension from the lower parts of your body and your back muscles to the central nervous system; you are uncomfortable from sitting in the same position for three solid hours. Then, the central nervous system might “answer,” sending information via motor neurons that lead you to shift in your seat (or get up) so that you are more comfortable.

The **autonomic nervous system** controls the glands and internal organs; it is subdivided into the sympathetic and parasympathetic nervous systems. The **sympathetic nervous system** causes several responses throughout the body that increase arousal and prepare it for activity. The arousal that comes from the sympathetic nervous system is commonly known as the **fight-or-flight response**, a set of responses that prepare the body to meet or escape from a threatening situation. The **parasympathetic nervous system** reverses those responses, calming the body back down. Imagine that you are running late for work one morning and driving a bit over the speed limit. Suddenly, up ahead, you see a police car on the side of the road. Instantly, your sympathetic nervous system kicks into gear and your fight-or-flight response begins. Your digestive system began to shut down: your mouth gets dry and you get the “butterflies in the stomach” feeling. Blood that had been flowing to your digestive system is diverted to the large muscles of your arms and legs, the better to fight or flee from the imminent danger (free advice: not a good idea with a police officer). Your palms get sweaty to improve your grip (again, part of the fight response). As you get closer to the police car, you discover that it is empty. It is a decoy car, planted there to frighten violators into reducing their speed. Just as instantly, the fight or flight response begins to reverse as the parasympathetic nervous system takes over to return your body to its normal, unstressed state. As you will see in Modules 20 and 28, this fight or flight response plays important roles in stress and health, and in emotions.
central nervous system: the brain and spinal cord; the command center of the nervous system.

peripheral nervous system: the parts of the nervous system that run throughout the body (everything except the brain and spinal cord).

somatic nervous system: the part of the peripheral nervous system that controls the skeletal muscles

sensory neurons: neurons that receive input from the outside world and send sensory information to the brain

motor neurons: neurons that are responsible for producing movement

autonomic nervous system: the part of the peripheral nervous system that controls the glands and internal organs

sympathetic nervous system: the division of the autonomic nervous system that arouses the body

flight-or-flight response: the common name for the set of arousing responses produced by the sympathetic nervous system; they are designed to prepare the body to face some physical danger by fighting it or fleeing from it.

parasympathetic nervous system: the division of the autonomic nervous system that calms the body down

Debrief

What is the easiest part of the whole action potential/neural communication process for you to understand? What is the hardest part? How would you explain the parts that you understand well to
someone who is having difficulty understanding?

- Come up with your own example of an event during which your sympathetic and parasympathetic nervous systems were at work. Can you recognize the fight-or-flight reactions?

## 11.2 The Brain and Behavior

### Activate

- Draw a sketch of the human brain. From memory, add any labels you can showing the names of different areas of the brain or their functions.
- Have you or anyone you know had a brain disorder or injury? Where was it located? What was its effect on mental processes, emotion, or behavior? Was there a way to compensate for the disorder?

One of the most important and interesting discoveries about the brain has been its **plasticity**. In short, the brain can reorganize itself as a consequence of experience or damage. For example, taxi drivers have a larger part of the brain that appears to be related to navigation skill than non-taxi driving adults, and the amount of brain area is related to experience as a driver (Maguire et al., 2000).

Sometimes, the plasticity can be dramatic. In a feat of nearly Frankensteinean proportions, researchers were able to rewire the brains of ferrets so that visual information was sent to the brain area that was supposed to process sounds, and vice versa (Sur et al., 1999). The ferrets’ brains were able to reorganize so that the animals were able to function correctly.

Although no one has attempted such a dramatic demonstration with a human brain, there are striking examples of human plasticity as well. Perhaps the most amazing example is when an operation called a hemispherectomy is performed. This operation, the actual removal of one hemisphere (half) of a brain, has been used on very rare occasions as a treatment for severe and degenerative seizures. Research has shown that the operation can substantially reduce symptoms, and patients can function quite well, in many cases as well as people who have intact brains (Moosa et al., 2013; Vining et al., 1997). Recent research compared brain scans of six hemispherectomy patients to a large group of healthy controls. They found that several functional areas of the brain had stronger interconnections for the 6 patients than for the normal controls, as if their brains compensated for the missing halves by increasing connections in the remaining hemisphere (Kliemann et al., 2019).

When you first look at a brain, you see a lumpy, light grayish-brown, wrinkled mass, with few discernible parts. At first, then, it seems plausible that the brain might be infinitely plastic. A great many people do believe that the brain can basically reorganize itself without limit. With a little careful examination, however, you can begin to notice that there are separate sections. For example, on the surface of the brain, some of the wrinkles look larger than others, and some of the lumps are more pronounced than others. These separate areas are recognizable on any brain, and they are completely unrelated to any damage or experience. So, without denying that the brain can change itself, you must realize that the brain has a very intricate structure, very specific parts biologically determined to fulfill specific functions.
Just as a skilled radiologist can recognize what appear to the untrained eye to be unintelligible specks on an x-ray of the body, you can learn to recognize these different areas in the brain. If you intend to be a neuroscientist, you'll definitely need to acquire this skill. It is also handy for psychologists, given today's emphasis on biopsychology. But even if you never have a professional need to recognize the brain's features, we think that you will find them interesting. And although we hope you never have this experience, somebody you know might someday have a brain disorder or injury that will make your study of the brain's geography entirely relevant.

In this section, we will introduce you to a few of the main parts of the brain and give you some information about their functions. This is a useful backbone of knowledge for your study of the rest of the book. When appropriate in other sections, we include other descriptions of brain parts and functions as they apply to various psychological phenomena.

**plasticity:** the ability of the brain to reorganize itself as a result of learning or in response to damage

## Brain Areas

The most basic distinction in the brain is between the hindbrain, midbrain, and forebrain. As we are sure you can guess from the names, these parts describe the locations of the areas in the brain. These locations are difficult to see in the human brain, however. The forebrain in humans is so large it covers the midbrain and part of the hindbrain.

Each of the three major areas of the human brain incorporates several smaller brain structures. Brain structures that are located close to each other often have similar or complementary functions. The individual sections that make up the **hindbrain** are largely devoted to basic survival functions. Many **midbrain** sections are important for processing sensory information and movements. Finally, the **forebrain** contains structures that further process sensory information, regulate our emotions, and carry out our higher intellectual functions.

**hindbrain:** the structures of the brain most closely related to basic survival functions

**midbrain:** structures of the brain closely related to processing sensory information and movements

**forebrain:** structures of the brain that process sensory information, regulate emotions, and carry out higher intellectual functions
Hindbrain and Midbrain

The hindbrain is composed of the following four individual brain parts: medulla, pons, reticular formation, and cerebellum. (See Figure 11.5)

- As the spinal cord reaches up into the skull, it begins to widen. The **medulla** is the wider area at the very base of the brain; it is essentially the first brain part that is distinct from the spinal cord. The medulla controls basic survival-type functions, such as heart rate and breathing.

- Just above the medulla is a second, more distinctly bulging area, the **pons**, which functions a bridge, transferring information between the brain and the spinal cord.

- Stretched inside of the medulla and pons is an area called the **reticular formation**, a brain area important for attention and arousal.

- The **cerebellum** is the part that looks like a miniature brain (cerebellum means “little brain”); it is tucked behind the medulla and pons. Do not be fooled by the name, “little brain,” however. The cerebellum contains more than 50% of the brain’s neurons despite being only 10% of the brain’s total volume. So obviously, it is an extremely important part of the brain. The cerebellum helps us with posture and balance, and it helps us to learn and coordinate voluntary movements (Byrne, 1997; Leiner, Leiner & Dow, 1995). The cerebellum is quite large in humans compared to other animals, suggesting that it has an important role in cognition. The cerebellum appears to be important for learning higher-order cognitive skills, such as reasoning, by making complex thinking procedures more routine (Preuss, 2000).

Although the midbrain does contain several individual parts, we will keep things simple for now by not subdividing it. In general, the midbrain parts play important roles in our sensorimotor abilities (sensation and movement).
**Forebrain**

Recall that the forebrain contains many structures that process sensory information, regulate our emotions, and carry out higher intellectual functions. Thus, the forebrain is the part of the brain that produces the behaviors that most clearly distinguish humans from other animals. It is no surprise, then, that the forebrain in humans is much larger than in other animals. The six major parts of the forebrain are the thalamus, hypothalamus, amygdala, hippocampus, limbic system, and cerebral cortex.

- **The thalamus** is a roughly oval-shaped structure above the pons, reticular formation, and midbrain. Side-view drawings of the brain make many people think that there is only one lobe of the thalamus, but in reality, there is one on each side of the brain. The function of the thalamus is to route sensory information to the correct area of the brain for additional processing. For example, light that enters through the eyes is translated to neural signals at the back of the eye (see Module 12). These neural signals are sent to the thalamus, which sends them to the part of the brain that processes vision.

- **The hypothalamus** is located below the thalamus (the word hypothalamus means “below thalamus”). The hypothalamus works closely with the pituitary gland, located right in front of it. Neural signals from the hypothalamus direct the pituitary gland to release chemicals called hormones into the bloodstream. These hormones travel to other parts of the body, especially to other glands, which in turn release their own hormones. As you can see in other sections throughout the book, hormones play a role in physical development, stress, sex, aggression, and other behaviors. The hypothalamus also plays an important role in motivation, including such behaviors as sex, eating and drinking, and aggression.

- **The amygdala** is a small almond-shaped structure (amygdalai Latin for almond) located outside and just below the thalamus (one on each side). The amygdala is probably the most important brain part for our emotions. For example, it plays a critical role in learning fear and anxiety responses. For example, because of the amygdala, if you get stung by a bee, you may feel uneasy and anxious when you see another one. The amygdala is also important for distinguishing different emotions, and for enhancing our memory of emotional episodes.

- **You might recall that Module 9 described the distinction between explicit and implicit memory. Explicit memory is when you have conscious or intentional recall of some information; implicit memory does not involve conscious recall. A part of the forebrain, the hippocampus, is key to explicit, but not implicit, memory. The hippocampus is located just to the outside and a bit below the thalamus. Again, just as there are two lobes of the thalamus, you have a left and a right hippocampus. It appears that the hippocampus allows us to store new explicit memories, and it aids in the reorganization of previously stored memories to allow them to be stored for longer periods (Squire & Knowlton, 2000). So, if you remember what the function of the hippocampus is, it was the hippocampus that allowed you to do so!
Together, the hypothalamus, amygdala, hippocampus, and a few additional parts form what is known as the **limbic system**, a system that appears as a ring around the thalamus (on both sides). Although the limbic system is complex and contributes to many functions, the main ones are emotion and memory. Various parts of the limbic system are involved in experiencing, expressing, and recognizing emotions. Others are important for learning, storage, and recall of information (Augustine, 2017).

By far the most noticeable part of the human brain is the **cerebral cortex**, the wrinkled surface of the brain. The cortex plays a crucial role in a great many behaviors, including perception, movement, and our higher intellectual functions such as memory and reasoning. It is also better developed in humans than in other animals. Thus it deserves a bit more attention.

**thalamus** an oval-shaped forebrain structure that routes sensory information to other parts of the brain

**hypothalamus**: a forebrain area just below the thalamus; it plays a role in motivation and it controls the pituitary gland

**amygdala**: an almond-shaped forebrain area that is important for emotions

**hippocampus**: a forebrain area near the thalamus that is important for storing memories

**limbic system**: a group of forebrain areas that are important in emotions, among other functions

**cerebral cortex**: the wrinkled surface of the brain that plays important roles in perception, movement, and higher intellectual function
Cerebral Cortex

Because it is so large and so important, and its functions so diverse, the cortex is subdivided into four main sections, or lobes (really, eight when you consider that there is a version of each lobe in the left and right hemispheres): frontal lobe, parietal lobe, occipital lobe, and temporal lobe. The lobes are separated by some of the most prominent wrinkles in the cortex.

Figure 11.7: Lobes of the cerebral cortex
• The **frontal lobe**, of course, is in the front of the cortex (unfortunately, the remaining three lobes are not called topal, backal, and sidal). The frontal lobes receive and integrate sensory input that originates in all of the sense organs. They use this diverse input to help produce a great deal of complex behavior, such as judgments, planning and reasoning. The rearmost part of the frontal lobe contains the **primary motor cortex**, the main part of the brain that controls movements. The motor cortex in the left frontal lobe controls the right side of the body, and vice versa. The left frontal lobe contains **Broca's area**, which as we have seen is involved in speech production (see a few details below in the discussion of Wernicke's area). The front part of the frontal lobe is called the **prefrontal cortex**. It is the seat of many judgment and reasoning processes, and is involved in our working memory, the short-term store of information that is currently in consciousness—see Module 5 (Smith and Jonides, 1997).

• The **parietal lobe** is directly behind the frontal lobe. The front part of the parietal lobe is called the **primary sensory cortex**. It is the part of the brain that gives us our sense of touch throughout the body. The area of the parietal lobe behind the sensory cortex is important for taking in sensory information and using it to plan movements (Bizzi, 2000).

• Directly behind the parietal lobe is the **occipital lobe**, the area that contains the **primary visual cortex**. Among the lobes of the cerebral cortex, only the occipital lobe is involved with a single function, albeit a very complex one. The entire occipital lobe is devoted to visual processing.

• The **temporal lobe** is located on the side of the cerebral cortex, in front of the occipital lobe and below the parietal lobe. The area near the top of the temporal lobe is the **primary auditory cortex**, the area that processes sounds. Another important section in the temporal lobe is **Wernicke’s area**. For many years, this area was thought to be important for speech comprehension (and in some textbooks, it is still presented this way). Recent research has led brain researchers to conclude that it is actually important for speech production, together with Broca’s area (Binder 2015). Indeed, Wernicke’s area is connected to Broca’s area by a large group of nerve fibers called the **arcuate fasciculus**. It appears that Wernicke’s area is responsible for the retrieval of speech sounds from memory, and Broca’s area is responsible for sending the commands to the primary motor cortex to move the muscles of the mouth and tongue. Speech comprehension, then, appears to reside in many other areas of the brain, including some sections in other parts of the temporal lobe and the prefrontal cortex (Binder, 2015).
ar
c
cuate fasciculus: a tract of nerve fibers connecting Broca’s area to Wernicke’s area

Broca’s area: an area in the left frontal lobe important for speech production; it works closely with Wernicke’s area in the temporal lobe

frontal lobes: the lobes in the front of the cortex that contain the prefrontal cortex and the primary motor cortex

prefrontal cortex: an area in the frontal lobes involved in judgment and reasoning, and in working memory

primary motor cortex: an area in the frontal lobes responsible for directing movement of the body

parietal lobes: the lobes of the cortex directly behind the frontal lobes; they contain the primary sensory cortex

primary sensory cortex: the section of the parietal lobes responsible for our sense of touch throughout the body

occipital lobes: the lobes of the cortex in the back; they contain the primary visual cortex

primary visual cortex: the area of the occipital lobes involved in the early processing of visual information

temporal lobes: the lobes of the cortex on the sides; they contain the primary auditory cortex

primary auditory cortex: the area of the temporal lobes responsible for the processing of sounds

Wernicke’s area: an area in the left temporal lobe important for speech production along with Broca’s area in the frontal lobe

---

**Corpus Callosum**

A short description of one additional part will complete our introduction to the brain. The corpus callosum is the main structure connecting the left and right hemispheres in the brain. This very large brain part contains axons that allow neural signals to be sent from left to right and from right to left so that the brain can function as a coordinated whole.
There is little doubt that the left and right hemispheres are somewhat specialized so that they typically perform different functions, and we will describe some of those differences throughout the book. For example, many verbal functions, such as speech production, are handled by the left hemisphere. It would be an oversimplification, however, to say that the left side is the language side of the brain. Consider the parts of the brain involved in listening to someone speak, for example. Much of the processing that takes place that allows us to recognize words does indeed take place in the left hemisphere. Understanding speech, however, involves much more than simply decoding words. We need to draw inferences (make conclusions about unstated information), understand subtle references and humor, read non-verbal cues and facial expressions, and so on. Many of these functions are typically handled by the right hemisphere. So, would it really be fair to say that understanding speech takes place in the left (or right) hemisphere? Because the corpus callosum is so efficient at sending information back and forth, and because so many of our behaviors are extremely complex, it is a gross oversimplification to make generalizations such as the popular notion of left-brain or right-brain dominance.

Brain Research

For the longest part of the history of brain science, the primary method for learning about how the parts of the brain relate to human behavior and mental processes was to examine case studies of patients who had suffered some kind of brain damage. For example, about 150 years ago Paul Broca discovered that many people who suffered strokes and lost the ability to speak had damage to a specific area on the left side of the brain. Broca's area, as the part became known, was therefore assumed to be responsible for producing speech. The functions of many brain parts have
been discovered this way. A second important technique has been to conduct research on laboratory animals; these researchers produced brain damage in specific areas in order to more precisely determine the function of a particular area.

Both research methodologies are quite limited, however. As you recall from the introduction to case studies in Module 2, we can never be sure if our individual case is representative of the population at large. When we are relying on individuals who are suffering from some kind of disorder or injury, we already know that there is something unusual about the people, so it becomes especially dangerous to make an automatic generalization from them. Animal research presents a similar difficulty. We must be cautious about blindly generalizing the results of animal research to humans. Many times, we find that strong relationships between brain areas and behavior in animals are much weaker in humans. On the other hand, you certainly should not automatically reject research results simply because they were based on animal research. The anatomy of nervous systems is remarkably similar across species, and neural activity, by and large, is the same across a wide variety of animals, including humans. It is definitely reasonable to draw cautious conclusions from the results of research on animals, especially if it agrees with other sources of evidence. (Recall that Module 2 contained a discussion of the specific ethical issues related to doing research with animals.)

Research that tried to assess brain activity in normal human individuals actually began about 1930 with the invention of the electroencephalogram (EEG; see Module 1 for another description). Hans Berger reported that he was able to amplify and measure electrical activity in the brain from electrodes placed on the scalp. More recently, researchers have turned to more advanced neuroimaging techniques to provide new sources of converging evidence. These techniques give us a view of brain structures and their functions, allowing researchers to examine a working human brain without being too invasive. Two common current techniques are PET and fMRI; both allow researchers to measure brain activity. PET, or positron emission tomography, allows the researcher to track glucose consumption in the brain. Glucose is the basic sugar that provides energy for body systems. Areas that are currently using a great deal of energy (because they are active) will show an increase in the consumption of glucose. In order to track the glucose, research participants are injected with a solution of radioactive glucose, which can then be detected by a radioactivity detector. The consumption of glucose can then be measured while participants complete different mental tasks. Functional magnetic resonance imaging (fMRI) measures the release of oxygen from blood cells in the brain (when brain areas use energy, one of the byproducts is oxygen, so fMRI also measures energy use in the brain). Both techniques have led to an explosion in knowledge about the functions of different parts of the brain. By the way, EEG's are still commonly used. If you are interested to learn why a technique developed nearly 100 years ago is still a commonly used brain scanning technique, you will have to wait until Module 14.

Of course, there is much left to learn. This section has provided you with merely a brief overview of the major brain parts and their main functions. Other sections of the book provide many opportunities to expand on these ideas.

**functional magnetic resonance imaging (fMRI)** a brain imaging technique that measures the release of oxygen from blood cells in the brain, allowing researchers to track brain structures and their functions

**positron emission tomography (PET)** a brain imaging technique that allows researchers to track glucose consumption in the brain
Debrief

- Was any of the information about brain structure and function from your brain sketch or your description of a brain disorder in the Activate exercise contradicted by information from this section?
- Which separate areas of the brain do you think would have many connections between them?

11.3 Chemicals in the Brain

Activate

- Have you ever experienced “runner’s high?” If you have, how would you describe it?
- Think of the drugs and other substances, legal and illegal, that have an effect on the brain. What kind of effect do they have? Do they seem to slow down neural activity or speed it up? From what you’ve learned about the brain so far, what do you suppose is the mechanism that makes them work that way?

Caitlyn loves to run. She started running regularly when she was about 30. Prior to that, she thought that her knees were too fragile to withstand the constant pounding and could not quite understand why someone would want to run long distances. She had tried occasionally to take up the activity and might have made it 3 miles once or twice, but she honestly never did understand the appeal. The idea of running 10 miles, or even 5 for that matter, sounded more like a punishment than an activity that someone would choose. One day, though, after about a month of running 2 miles at a time a few days per week, she decided to try to run 4 miles. Her knees did not fall apart, and her lungs did not explode. It did not even hurt at all. In fact, and this is the most amazing part, she felt better at the end of the run than she had at the beginning. She had discovered “runner’s high,” and she was hooked. Nowadays, she particularly loves running in the morning, before going to work. It can put her in such a good mood that she even looks forward to coming to work on cold, snowy, dark Monday mornings in January.

What is it, this runner’s high? Is it some fictional concept that lonely runners have cooked up to trick unsuspecting non-exercisers into joining them on the streets, a cruel “misery loves company” ploy? Well, it is for real; it is not a trick. We are serious when we tell you that, for many runners, the first mile of a run hurts more than the tenth, and running really does put them in a great mood. And it looks like the whole thing is a result of neurotransmitters, those little chemicals that are released by vesicles at the axon terminal buttons of neurons and float across synapses to land on receptor sites of neighboring neurons. Not all neurotransmitters, but endorphins. Endorphins are neurotransmitters that appear to serve the function of relieving pain and elevating mood, and they are released in response to exercise. They are also released in response to injury. Caitlyn’s husband Jose once played a softball game with a broken hand that he suffered during the third inning (he batted twice with the broken hand and got two hits). He reported that it hurt a little but did not start throbbing until after the game was over. Again, Jose’s body’s natural painkillers were probably responsible.

Have you ever had surgery? If so, you were probably given a very powerful painkiller drug during your recovery, perhaps even morphine. Morphine is in the class of drugs called opiates, a class that also includes heroin, one of the
most famous abused drugs. Both drugs are chemically similar to endorphins. Opiates land on the same receptor sites that endorphins stimulate and fool the sites into responding as if endorphins had been released. Thus, the pain relief and mood-enhancing properties of opiate drugs come from their mimicry of the effects of endorphins in the nervous system.

Some neuroscientists are skeptical about the endorphin explanation of runner’s high. Some deny that the concept exists (non-runners, we would guess!), but others have suggested that different neurotransmitters are responsible. For example, research has found that endocannabinoid neurotransmitters might be equally, if not more important for the feeling (Basso & Suzuki, 2017). You might recognize the word cannabinoid; these neurotransmitters are chemically similar to THC, the active drug in marijuana, both of which fit into the same receptor sites. Thus, they may produce a natural effect similar to the effects of smoking or ingesting marijuana (Dietrich & McDaniel, 2004).

If this phenomenon sounds interesting to you, you should enjoy this section. It’s about neurotransmitters and neuropsychopharmacology, the study of how drugs affect neurotransmission.

### Neurotransmitters

Altogether, researchers have identified more than 50 different neurotransmitters, and observers think that there are probably hundreds (Moini & Piran, 2020; Sapolsky, 2004). Most neurons release only one kind of neurotransmitter, but because they receive input from many different neurons, they receive many different neurotransmitters. As we are sure you can guess, with so many neurotransmitters, each one a key for a specific receptor site, the neural communication process can get very complicated. To further complicate matters, each individual neurotransmitter may have many different types of receptors that it binds to, so the keys can open a few different locks each. Consider one of the most famous neurotransmitters, serotonin, which appears to be involved in mood, aggression, appetite, cognition, vomiting, motor function, perception, sex, and sleep, along with some additional processes (Aghajanian & Sanders-Bush, 2002). There are at least 14 different subtypes of serotonin receptors throughout the brain, which helps explain how it can be related to so many different functions.

When you contemplate this kind of complexity, you can begin to see how the astonishing hypothesis—that idea that everything you think and feel can be traced to electrochemical activity in your brain—could be true. Think about it: if there are 300 neurotransmitters, each with an average of 5 different kinds of receptor sites that it will bind to, roughly 1,500 different types of synapses are required.

Let us briefly mention some of the most important neurotransmitters and a few of the functions with which they are involved. Depending on where in the nervous system the neurotransmitters appear (and the type of receptor sites), they may contribute to many different functions.

Remember from section 11.1 that neurotransmitters may be excitatory or inhibitory. The most common excitatory neurotransmitter in the brain is glutamate, and the most common inhibitory neurotransmitter is gamma-aminobutyric acid, abbreviated GABA (Nestler & Duman, 2002). The release of glutamate by axons in the reticular formation leads to arousal. The release of glutamate in the hippocampus and probably other brain regions appears to be related to the brain’s ability to change permanently as a consequence of experience—that is, to learn (Malenka & Nicoll, 1999). Because

### Endorphins

A class of neurotransmitters that are chemically similar to opiate drugs; they function to relieve pain and elevate mood

### Endocannabinoids

Neurotransmitters that are chemically similar to THC, the active drug in marijuana

### Neuropsychopharmacology

The study of how drugs affect the neural communication process
they are producing changes, you can easily see how these two effects could be considered excitatory (although it is not always this obvious). The other side of the coin is the inhibitory neurotransmitter GABA. When released by neurons in the amygdala, GABA reduces anxiety. GABA released in sensory areas of the brain may help with our ability to integrate input from different senses into a coherent whole (King & Schnupp, 2000). For example, if a friend is talking to you, your brain has to combine the visual and auditory input—processed by different brain areas—into a single experience.

**Acetylcholine** is a very common neurotransmitter in the peripheral nervous system. It can be excitatory or inhibitory. In its main excitatory role, acetylcholine is released by motor neurons and stimulates the muscle cells that produce movement. It is also the main neurotransmitter used by the parasympathetic nervous system, the part of the autonomic nervous system that calms that body down.

**Norepinephrine** and **dopamine** are chemically very similar to each other; norepinephrine is synthesized from dopamine, in fact (Byrne, 1997). Dopamine is usually an excitatory neurotransmitter; its release in the midbrain and some areas of the forebrain is related to reward, or pleasure (Drevets et al., 2001; Wise, 2004). Dopamine in the prefrontal cortex is related to working memory (Goldman-Rakic, et al., 2000). Norepinephrine, which can be excitatory or inhibitory, is the main neurotransmitter used by the sympathetic nervous system, which is what controls the “fight or flight” response. Norepinephrine also appears to be related to mood.

A few of these neurotransmitters are part of the discussion in other sections of the book. For now, here is a summary of these important neurotransmitters and some examples of their effects:

<table>
<thead>
<tr>
<th>Neurotransmitter</th>
<th>Excitatory or Inhibitory</th>
<th>Important Example Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetylcholine</td>
<td>Excitatory at muscle sites; otherwise excitatory or inhibitory</td>
<td>Produces movement and parasympathetic activity</td>
</tr>
<tr>
<td>Dopamine</td>
<td>Usually excitatory</td>
<td>Enhances pleasure and working memory</td>
</tr>
<tr>
<td>GABA</td>
<td>Inhibitory</td>
<td>Reduces anxiety, integrates sensory input</td>
</tr>
<tr>
<td>Glutamate</td>
<td>Excitatory</td>
<td>Increases arousal and learning</td>
</tr>
<tr>
<td>Norepinephrine</td>
<td>Can be excitatory or inhibitory</td>
<td>Affects mood and sympathetic nervous system activity</td>
</tr>
<tr>
<td>Serotonin</td>
<td>Usually inhibitory</td>
<td>Affects mood, aggression, sexual response, and many other behaviors</td>
</tr>
</tbody>
</table>

**acetylcholine**: a common neurotransmitter in the peripheral nervous system

**astonishing hypothesis**: that idea that everything you think and feel can be traced to electrochemical activity in your brain

**dopamine**: a neurotransmitter that is released in the midbrain and some areas of the forebrain that is related to reward

**gamma-aminobutyric acid (GABA)**: the most common inhibitory neurotransmitter

**glutamate**: the most common excitatory neurotransmitter in the brain

**norepinephrine**: the main neurotransmitter used by the sympathetic nervous system

**serotonin**: a neurotransmitter that appears to be involved in mood, aggression, appetite, cognition, vomiting, motor function, perception, sex, and sleep, and additional processes
Neuropsychopharmacology

Long before we had any idea about neurons and neurotransmitters, human beings sought to influence the levels of neurotransmitters. Natural remedies, consciousness-altering substances, even some primitive weapons were used by people because the effects on neurotransmission were desirable (for example, pleasurable or, in the case of weapons, deadly). For example, people in South America have eaten the extract of coca leaves for centuries. Today, that extract is processed into cocaine. Curare is a substance that South American native tribes have used to paralyze and kill prey. Both curare and cocaine have their effects on neurotransmission (curare on acetylcholine, cocaine on dopamine).

Today we call substances that have some kind of psychological effect neuropsychopharmacological drugs; they work by influencing the neural transmission process in some way. They include clinical drugs that are used to treat psychological disorders, clinical drugs used to treat other disorders that have psychological side effects, and recreational and abused drugs, such as nicotine, alcohol, or cocaine.

Currently, biopsychologists and medical doctors divide neuropsychopharmacological drugs into two categories; they can be classified by whether they increase or decrease the effects of a neurotransmitter. Those that increase the effects of neurotransmitters are called agonists; those that decrease the effects are called antagonists. In addition, neuropsychopharmacological drugs work on both inhibitory transmitters and excitatory transmitters. This table will help you understand how these two dimensions interact to create four basic types of neuropsychopharmacological drugs.

<table>
<thead>
<tr>
<th>Effect on Brain Activity</th>
<th>Type of Neurotransmitter Affected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inhibitory neurotransmitter</td>
<td>Excitatory neurotransmitter</td>
</tr>
<tr>
<td>Increase activity (Agonist)</td>
<td>Example: Valium</td>
</tr>
<tr>
<td>Decrease activity (Antagonist)</td>
<td>Example: Absinthe</td>
</tr>
</tbody>
</table>

- **Agonist for inhibitory neurotransmitter**: Valium (chemical name: diazepam) increases the activity of the neurotransmitter GABA, which you will recall decreases anxiety when it is released in the amygdala. Hence, Valium acts as an antianxiety drug. Because GABA also has other functions, GABA agonists, such as Valium, have other effects as well. For example, Valium can cause sleepiness and memory impairment (Rudolph et al., 1999). These unintended effects are called side effects, but they are simply the natural effects of influencing the activity of a neurotransmitter on untargeted areas of the nervous system.

- **Agonist for excitatory neurotransmitter**: Cocaine increases the activity of dopamine. Recall that dopamine release is related to pleasure, so cocaine has quite direct effects of increasing pleasurable feelings.

- **Antagonist for excitatory neurotransmitter**: Many people take antihistamines to treat allergies. They work by inhibiting the activity of the excitatory neurotransmitter called histamine; histamine from the hypothalamus causes arousal. Antihistamines therefore may lead to sleepiness. (The curare used to paralyze and kill prey is also an antagonist for an excitatory neurotransmitter, acetylcholine.)

- **Antagonist for inhibitory neurotransmitter**: Antagonists of inhibitory neurotransmitters are not common. One fascinating example is oil of wormwood, the special ingredient of the liqueur absinthe. Absinthe was rumored to be a powerful hallucinogen (in addition to being a very potent liqueur); it was consumed by many creative people in
the 19th and early 20th centuries. Mary Shelley was purported to be under the influence of absinthe when she wrote the novel *Frankenstein*. Although the actual hallucinogenic properties of oil of wormwood are not known, it is clear that the substance is an antagonist for GABA (Olsen, 2002), which helps to control sensory input.

Although this two-by-two organization is fairly simple, it gets complicated very quickly when you realize that agonists and antagonists can have their effects by different mechanisms. For example, an antagonist might work by blocking the receptor sites, by blocking the presynaptic membrane so that less of the neurotransmitter is released, or by chemically breaking down the neurotransmitter while it is floating across the synapses. An agonist might work by causing more of a neurotransmitter to be released from a synapse, by landing on a receptor site and “fooling” it into opening up, or by keeping neurotransmitters in a synapse for a longer time.

In order to understand one of the most important agonistic mechanisms—keeping neurotransmitters in the synapse—you need to know one more detail. Most neurotransmitters—for example, serotonin and dopamine—are released from the receptor sites and reabsorbed by axon terminals; the process is called *reuptake*. An agonist often works by interfering with the reuptake process. For example, cocaine gets its agonistic effect on dopamine this way; it encourages neural activity in part by keeping this excitatory neurotransmitter in the synapses. Similarly, Prozac and Zoloft are antidepressants that have agonistic effects on serotonin by inhibiting its reuptake. These antidepressants are called (accurately but not gracefully) selective serotonin reuptake inhibitors (SSRIs).

<table>
<thead>
<tr>
<th><strong>Agonist</strong></th>
<th>a drug that increases the activity of a type of neurotransmitter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antagonist</strong></td>
<td>a drug that decreases the activity of a type of neurotransmitter</td>
</tr>
<tr>
<td><strong>Neuropsychopharmacological drugs</strong></td>
<td>drugs that work by influencing the neural transmission process in some way</td>
</tr>
<tr>
<td><strong>Reuptake</strong></td>
<td>the process of reabsorption of neurotransmitters into axon terminal bulbs after their use in a synapse</td>
</tr>
</tbody>
</table>

**Debrief**

- Can you describe any other kinds of experiences that seem similar to runner’s high?
- Review your list of common drugs that have psychological effects. It may include, along with other drugs you may have listed, alcohol, nicotine, caffeine, and marijuana. Which of these drugs do you now think is more likely to be an agonist or an antagonist?
Throughout this book, we have been emphasizing the everyday relevance of psychological principles. The modules on human sensation and perception will have a bit of a different feel to them. You might sometimes have difficulty keeping the relevance of these topics in mind, but for the exact opposite reason you might expect. It is not that sensation and perception are far removed from everyday life, but that they are such a basic, fundamental part of it. Seeing, hearing, smelling, tasting, or feeling the world are key parts of every single everyday experience that you have. Because they are so basic, though, we rarely give them a conscious thought. Thus, perceiving the outside world seems effortless and mindless. Effortless? Yes. Mindless? Not even close. Just beneath the surface, sensation and perception are an extremely complex set of processes.

That is what we find so interesting about sensation and perception. They involve processes so basic for our daily lives that it hardly seems worth calling them processes; you open your eyes and the world appears in front of you with no effort on your part. In reality, however, these processes require the work and coordination of many different brain areas and sensory organs.

Module 11 gave you a hint of the complexity of the brain. In Modules 12 and 13, you will see how some of the brain areas work together in complex processes like sensation and perception, which may be our most important brain functions. The thalamus, primary sensory cortex, primary auditory cortex, and primary visual cortex are all major parts of the brain. The visual cortex is so important that it occupies the entire occipital lobe. Indeed, a great many brain areas contribute directly to sensation and perception.

Module 12 covers sensation, the first part of the sensation and perception duo; it is divided into three sections. Section 12.1, Visual Sensation, begins to reveal the complexity of the visual system by showing you how even the “easy” parts of the process are literally more than meets the eye. Section 12.2, the other senses, describes the analogous sensory processes for the other senses. Section 12.3, Sensory Thresholds, describes the beginning stages of what the brain does with the signals from the world.

**12.1 Visual Sensation**
**12.2 The Other Senses**
**12.3 Sensory Thresholds**

**READING WITH A PURPOSE**

**Remember and Understand**

By reading and studying Module 12, you should be able to remember and describe:

- Parts of the eye and functions: cornea, sclera, iris, pupil, lens, retina (12.1)
- How the retina turns light into neural signals: rods, cones, transduction, bipolar cells, ganglion cells, fovea, optic nerve (12.1)
- Seeing colors, brightness, and features: Young-Helmholtz trichromatic theory, opponent process theory, lateral inhibition (12.1)
- The auditory system: outer, middle, and inner ear, pinna, tympanic membrane, hammer, anvil, and stirrup, oval window, cochlea, hair cells, basilar membrane (12.2)
- How we sense pitch: frequency theory, place theory (12.2)
- Taste, olfaction, and touch: umami, taste buds, olfactory bulb (12.2)
• Pain sensation: Gate-control theory (12.2)
• Balance: proprioception, vestibular system, otolith organs, semicircular canals (12.2)
• Absolute thresholds, difference thresholds, and signal detection theory (12.3)

Apply

By reading and thinking about how the concepts in Module 12 apply to real life, you should be able to:

• Come up with applications of difference thresholds and Weber’s Law (12.3)
• Come up with applications of signal detection theory (12.3).

Analyze, Evaluate, or Create

By reading and thinking about Module 12, participating in classroom activities, and completing out-of-class assignments, you should be able to:

• Note the parallels among the different sensory modalities (12.1 and 12.2)
• Decide when it might be appropriate to employ the concepts from gate-control theory to control someone’s pain (12.2)

12.1 Visual Sensation

Although our experience is that there is a single mental activity involved in perceiving the outside world, psychologists have traditionally distinguished between sensation and perception. Sensation consists of translating physical energy from the world into neural signals and sending those signals to the brain for further processing. Perception is the set of processes that ultimately allow us to interpret or recognize what those neural signals are. In this section, We will introduce you to visual sensation. The two main processes to describe are how the eye focuses light onto the retina at the back of the eye and how the retina transforms that light into the neural signals that are sent to the brain.
The Eye is a Bit Like a Camera

In the case of vision, the physical energy that our sensory system translates into neural signals is light. What we call “light” is simply a specific type of electromagnetic radiation, energy that spreads out in waves as it travels. Other types of electromagnetic radiation include radio waves, microwaves, x-rays, and gamma rays (the highest energy rays; they are what you would use if you were trying to create the Incredible Hulk). The types of electromagnetic radiation differ in the amount of energy that they have, which can be expressed by the wavelength, or the distance between peaks of the waves. Visible light (for humans) is electromagnetic radiation with wavelengths from 350 to 700 nanometers (a nanometer is one billionth of a meter), which is actually only a very small portion of the total range of electromagnetic radiation.

Visual sensation and perception are a very active set of mental processes, but they begin somewhat passively, with the projection of light onto a surface at the back of the eye. As you may know, there is light all around us. As light bounces off of objects in the world, it enters the eye and is focused onto the surface at the back. As you will see, different properties of that light are translated into neural signals that lead to the sensation of the visual properties of the objects, such as color and brightness.

In some ways, the eye is like a camera. Both camera and eye have a hole that lets light in, a lens that focuses the light, and a surface onto which the light is projected. The outer surface of the eyeball is called the cornea; it is like a transparent lens cap with an added function. It protects the eye, like a lens cap, but it also begins bending the light rays so that they can be focused.

When you look at an eye, you can see a white part, a colored part, and a black part. The white part is called the sclera; the colored part, the iris; and the black part, the pupil. The iris and pupil are the important parts for the eye's function as a light-collecting device. The iris is a muscle that controls the amount of light that enters the eye by expanding or contracting the size of the hole in the center. The pupil is nothing more than a hole that allows light to get inside the eye. In bright light, the pupil remains rather small. In dim light, the pupil opens wide to allow as much of the available light as possible to enter. (The camera controls the amount of light by varying the size of and the length of time its hole, called the aperture, stays open.)

Directly behind the pupil is the lens which, like all lenses, bends the light rays. The result of the bending is that the light is focused onto the surface at the back of the eye, called the retina. The lens is able to get the focused light to land precisely on the retina by changing its shape, a process called accommodation. (The camera's lens focuses the light correctly by moving forward and backward.)
So ends the relatively passive part of the process. From here on, vision involves a great deal of brain work, beginning with the way the retina turns the light focused on it into neural signals and sends them to the brain. You will notice that our camera analogy begins to break down at this point. For example, one key difference between vision and camera is that vision takes shortcuts. One key shortcut is similar to the process of interpolation used by some digital cameras to increase their resolution, or the “effective mega-pixels.” Here is how the camera works: pixels are separate, or discrete, areas of light that are projected onto a light sensor in the camera. The more pixels the camera can squeeze into a given space, the better the picture quality. Interpolation—essentially, making a guess about what color should fill in the sections that are missing (that is, the spaces between the pixels)—can increase the effective resolution of a camera. For
example, if two adjacent pixels are sky-blue, the area in between them is probably sky-blue, as well. This is similar to what the eyes do, or more precisely, what the brain does with the input from the eyes. So our new analogy is that vision is like a cheap digital camera that improves its picture quality through interpolation.

Our camera-vision analogy really begins to fail, however, when we consider what happens after the light hits the retina. With a camera, the reproduction of the visual scene on the film is close to the end of the process. With human vision, it is barely the beginning. The process seems simple; we look at some object and we see it. As we have hinted, however, recognizing or interpreting visual information (i.e., visual perception) is extraordinarily complex. Let's look at some of the important parts of the process.

The Role of the Retina

There are three layers of cells in the retina. At the very back are the light receptors, neurons that react to light. The second layer is composed of special neurons called bipolar cells, and the top layer, on the surface of the retina, contains neurons called ganglion cells. As you probably noticed from this brief description, light must pass through the ganglion and bipolar cells, which are transparent, before reaching the light receptors. A few details about how these three layers of cells work will help you understand a great deal about how visual sensation works.

When light hits the light receptors, a chemical reaction begins. This chemical reaction starts the process of neural signaling (action potentials and neurotransmission that you learned about in Module 11). This translation of physical energy (in this case, light) into neural signals is called transduction. Two types of light receptors, rods and cones, named for their approximate shapes, are involved in this process for vision. Cones, located mostly in the center of the retina, are responsible for our vision of fine details, called acuity, and our color vision. The rods, located mostly outside of the center of the retina, are very sensitive in dim light, so they are responsible for much of our night vision. The rods are also very sensitive to motion (but not detail), something you have probably experienced many times when you can see something moving out of the corner of your eye but cannot make out what it is.

The relationship between the receptors, on the one hand, and the ganglion and bipolar cells, on the other, explains some of these differences between rods and cones. The rods and cones send neural signals to the bipolar cells, which send neural signals to the ganglion cells, which send neural signals to the brain. The way that the rods and cones are connected to the bipolar cells is the important property to understand.

Let's start with the rods. Multiple rods connect to a single bipolar cell, which is connected to a ganglion cell. Thus, when the ganglion cell sends a signal to the brain, it could have come from one of several different rods. The brain will
be sent information that one of the rods has been stimulated by light, but not which one. Precision, or vision of details, is low, but sensitivity is high; this sensitivity is what makes rods able to see in dim light.

In contrast, many cones, especially those in the center of the retina in an area called the **fovea**, are each connected to a single bipolar cell, each of which is connected to a single ganglion cell. Thus, cones have a direct line to the brain, which allows for very precise information to be sent, resulting in good sensitivity to detail. The light must hit the cone exactly, however, in order for the signal to be sent.

The signals from the rods and cones, once sent to the ganglion cells, are routed to the brain through the axons of the ganglion cells. The axons are bundled together as the **optic nerve** and leave the eye through a single area on the back of the retina. Because there are no rods and cones in this section of the retina, we have a blind spot.

To experience your blind spot: Cover your right eye and look at the sun. Hold the screen or page about a foot away and adjust the distance slightly until the moon disappears.

![Figure 12.2: Blindspot Demonstration](image)

---

**visual acuity**: our ability to see fine details

**light receptors**: neurons at the back of the eye that react to light; there are two kinds: rods and cones

**cones**: light receptors located mostly in the center of the retina; they are responsible for color vision and visual acuity

**rods**: light receptors located mostly outside the center of the retina; they are responsible for night vision

**fovea**: the area in the center of the retina (with many cones); it is the area with the best visual acuity

**optic nerve**: the area of the retina where the neural signals leave the eye and are sent to the brain

**transduction**: the translation of physical energy into neural signals in sensation

---

**Seeing Color, Brightness, and Features**

In order to recreate the outside world as sensations in the brain, separate parts of the visual system process different aspects of the input to represent the visual properties of the scene. Three of the most important visual properties are color, brightness, and features, so it is worth spending some time describing how our visual system processes them.
The other main job of the cones is to provide color vision. Visible light differs in intensity and wavelength (from 350 to 700 nanometers). Changes in intensity correspond to changes in the sensation of brightness, and changes in wavelength correspond to our sensation of different colors. When light hits an object, much of it is absorbed by the surface of the object. Specific wavelengths of light are reflected off of the object, though. It is the processing of these wavelengths of visible light by our visual systems that gives rise to the sensation of different colors. Color, then, is not a property of an object, or even a property of the light itself.

There are three types of cones, each especially sensitive to a different wavelength of light. The rate at which each of these three cones fire gives rise to the sensation of different colors. This idea is known as the **Young-Helmholtz trichromatic theory**. According to the trichromatic theory, we have cones that are sensitive to long, medium, and short-wavelength light. We see long-wavelength light as red, medium as green, and short as blue, so the different cones are sometimes referred to as red, green, and blue cones. The cones fire in response to a wide range of light wavelengths, but they are most sensitive to a specific wavelength. It is the relative rates of firing of the three types of cones that give rise to the sensation of different colors. For example, if the long-wavelength cones are firing a great deal, and the medium and short ones are firing little, we will see the color red. You probably noticed that there is no cone for yellow. If the long and medium wavelength cones are firing a great deal, and the short ones firing little, we will see the color yellow. In a similar way, we see all of the different colors by the amount of firing of the three different kinds of cones.

The trichromatic theory was a great idea; it dates back to the early 1800s, and there are very few theories from that long ago that are still accepted by the field. It is not a complete theory of color vision, however. It is better to think of it as the first step in color processing. The theory is not able to explain a couple of interesting observations about our color vision. First, people can easily describe many colors as mixtures of other colors. For example, most people can see orange as a yellowish-red (or a reddish-yellow) and purple as a reddish-blue. Some combinations of colors are never reported, however. Specifically, there are no colors that we see as reddish-green or blueish-yellow. There is simply something incompatible about these two pairs of colors. A second observation consistent with the idea that red-green and yellow-blue are kind of opposites, is the experience of color afterimages. For example, if you stare at a yellow object for about a minute and then look at a blank white space, you will see a ghostly blue afterimage of the object for a few seconds. Here, try this boring demonstration of an afterimage until we come up with a more interesting one:
thus, they handle later stages of color vision. Although trichromatic and opponent processing theories were originally in
competition as explanations of color vision, most psychologists now think of them as complementary. The three types of
cones provide the first level of color analysis, and the opponent process cells take over and handle the later processing
in the ganglion cells and the brain.

**Brightness Vision**

Color is such an obvious property of the visual world that you may be tempted to think that it is the most important
aspect for visual sensation. It probably is not; it is more likely that brightness is. More precisely, it is probably contrast,
or areas where light and dark come together, that is the key property. Why? It is because areas of contrast often mark
the separation of objects; an area of contrast is often an edge of an object. Brightness contrast, then, allows us to see an
object’s shape, an extremely useful piece of information for its eventual recognition.

Our visual system is constructed to be very sensitive to, even to enhance contrast. The enhancement occurs through
a process called **lateral inhibition**. Bipolar cells have inhibitory connections to each other. When one fires because it
is stimulated by bright light, it inhibits its neighboring bipolar cells from firing. If those neighboring cells are not also
being stimulated by bright light (which is what would happen in a contrast area), the result is a very low rate of firing.
The result is an enhancement of the contrast, as the dark area looks darker. The flip side happens in the bright area too;
because of reduced lateral inhibition from the neighboring dark areas, bright areas look brighter.

More generally, you could say that the absolute brightness of some aspect of a visual scene is of little importance. It is the
brightness of some area in comparison to a nearby area that is important. Something that looks dark when surrounded
by lighter sections may look light when surrounded by darker ones.
Detecting Features

Eventually, visual sensation allows us to end up with a meaningful perception, or recognition of scene. A key sensory process that allows us to build up to these final perceptions is the detection of specific features. Specialized neurons in our visual cortex fire rapidly when they are stimulated by input corresponding to specific features (Hubel & Wiesel, 1959; 1998). For example, if you are looking at a vertical line, the neural signals that result from that input will cause vertical line feature detectors to fire in your visual cortex. If you are looking at a different feature—for example, a diagonal or horizontal line—the vertical line feature detectors will fire little or not at all. These features are very simple and very numerous. Each is detected by a specific kind of neural feature detector.

Some feature detectors in our brains lie in wait for features in specific locations, for specific features anywhere in our visual field, and for features in limited areas of our visual field. As the neural signals corresponding to the simple features travel throughout the visual processing system, they are sent to detectors for more complex features that result from the combination of specific features, such as angles or corners (Hegde & Van Essen, 2000). Then, these more complex features are passed on to other processing sites that have feature detectors for more complex, and specific, features. For example, there are cells in the temporal lobes that fire in response to very specific shapes characteristic of particular scenes, others that respond to familiar objects, and still others that probably respond to human faces (Allison et al., 1999; Bruce et al., 1981; Tanaka, 1996; Vogels et al., 2001).

**feature detectors**: specialized neurons in the primary visual cortex that fire only when you are looking at a specific feature, such as a vertical line or a diagonal line
Debrief

- Which of the three main visual processes outlined in the module (color vision, brightness vision, and feature detection) do you wish your visual system did better? Why?
- If you were offered the opportunity to increase the number of cones in your retina, but the only way to do it was to give up some rods, would you make the trade? Why or why not?

12.2 How the Outside World Gets into the Brain: The Other Senses

It hardly seems fair. Vision gets an entire section devoted to it, while the rest of the senses all have to share one section. Why is there such a disparity? One reason is that psychologists know a great deal more about vision than about the other senses. There is simply more to say. At the same time, it would be difficult to argue against the assertion that vision is our most important sense. For a human species that developed as hunter-gatherers, the visual properties of the world would seem the most useful for finding food and avoiding danger. Also, a far greater proportion of brain mass is devoted to vision than to the other senses. Finally, there are clear parallels between vision and the other senses. We will not need to describe some aspects of the other senses in as much detail because you will be able to recognize them from the corresponding processes in vision.

Our main goals in this section, then, are to describe some of the unique facts about the other senses, including the specific sensory organs, receptors, and brain areas involved, and to remind you of the similarities between the other senses and vision.

Hearing

The physical energy that our auditory system turns into sounds is vibrations of air molecules that result when some object in the world vibrates. The vibrating object bumps into the air molecules, which radiate from the source in regular pulses in what we commonly call sound waves. The sound waves have two main properties that our sensory system is equipped to discern. Intensity, or the size of the air movement, is what we end up hearing as loudness, and frequency, or the speed of the pulses, is what we hear as pitch. Right away, you should recognize these two properties as analogous to intensity and wavelength of light for vision.
Our ears turn sound waves into bone vibrations, which are then translated into neural signals for further auditory processing. The sensory organs, of course, are the ears. The ear is divided into three main parts, the outer, middle, and inner ear. The outer ear collects the sound waves from the outside world, the middle ear changes them to bone vibrations, and the inner ear generates the neural signals. The outer ear consists primarily of the pinna, the semi-soft, cartilage-filled structure that we commonly refer to as “the ear.” In other words, it is the part of the ear that you can see. It is shaped somewhat like a funnel, and its main functions are to focus surrounding sound waves into the small areas of the middle ear (much like the lens does for vision) and to help us locate the source of sounds.

The middle ear consists of three bones sandwiched between two surfaces called the tympanic membrane and the oval window. This is the area where the sound waves are translated into bone vibrations. Specifically, inside our ear canal, we have a tympanic membrane, what you probably know as the eardrum. This membrane vibrates at the same rate as the air molecules hitting it. On its other side, the tympanic membrane is connected to three bones, called the hammer, anvil, and stirrup (only the stirrup really looks like its name; you really have to use your imagination for the other two). The bones, too, vibrate in concert with the air molecules. The stirrup is connected to the oval window, which passes the vibrations on to the inner ear. The main part of the inner ear is a fluid-filled, curled tube called the cochlea. This is where the vibrations get translated to neural signals, so the cochlea is the ear’s version of the retina.

![Diagram of the Ear](image)

The auditory receptors inside the cochlea are called hair cells; they are located on the basilar membrane running through the cochlea. It is the movement of the hair cells that generates the action potentials that are sent to the rest of the brain. Two separate characteristics of the hair cell vibrations are responsible for our sensation of different pitches. The first one is the frequency of the hair cell vibrations. According to frequency theory, the hair cells vibrate and produce action potentials at the same rate as the sound wave frequency. The principle is complicated slightly by the fact that many sound wave frequencies are higher than the maximum rate at which a neuron can fire. To compensate, the neurons use the volley principle, through which groups of neurons fire together and their action potentials are treated as if they had been generated by a single neuron.

The second characteristic of the hair cell vibrations is their location along the cochlea. According to place theory, high frequency sound waves lead to stronger vibrations in the section of the cochlea nearer to the oval window, while lower frequency waves lead to stronger vibrations in the farther out sections. Together, frequency theory and place theory do a better job explaining pitch perception than either one can alone. The frequency of hair cell vibrations and action
potentials may be a more important determinant of pitch for low and medium frequency sounds, and the location of the hair cell vibrations may be a better determinant for medium and high frequency sounds. Because both frequency and location are used for medium frequency sounds, our pitch sensation is better for these than for high and low ones (Wever, 1970).

| **pinna** | the semi-soft, cartilage-filled structure that is part of the outer ear |
| **tympanic membrane** | the eardrum; it vibrates at the same rate as air molecules hitting it, which begins the process of translating the energy into neural signals for sounds |
| **hammer, anvil, and stirrup** | the three bones that are connected to the tympanic membrane; they transmit vibrations from the tympanic membrane to the inner ear |
| **oval window** | the area connected to the hammer, anvil, and stirrup; it passes vibrations on to the inner ear |
| **cochlea** | a fluid-filled tube that contains hair cells, the auditory receptors |
| **hair cells** | the auditory receptors; they vibrate when stimulation from the oval window reaches them |
| **place theory** | a theory that states that high frequency sound waves lead to stronger vibrations in the section of the cochlea nearer to the oval window, while lower frequency waves lead to stronger vibrations in the farther out sections |

**Taste and Smell**

You may recall learning at some point that taste and smell are related to each other. Indeed, they are our two chemical senses, which translate chemical differences between substances into the experiences of different odors and tastes. The obvious biological benefit of the sense of taste is to help animals to distinguish between food and poisonous substances, nearly all of which are bitter. Have you ever noticed that food often does not taste as good when you are not hungry, though? A second benefit of taste seems to be to discourage us from eating too much of any one food (Scott, 1990).

The taste receptors on the tongue are actually many different types; each responds to a different taste, such as sweet, sour, salty, and many types of bitter (Adler et al., 2000; Lindemann, 1996). Two recently discovered taste receptors are umami and fat (Chaudhari et al., 2000; Gilbertson, 1998; Nelson et al., 2002). Umami is a Japanese word, as there is no corresponding English. It is a taste that is sometimes referred to as savory, the taste characteristic that is common to meats and cheese, for example. It comes from the chemical glutamate, which occurs naturally in some foods, and has been put into spice form as monosodium glutamate. The taste receptors are located on **taste buds**, which are distributed throughout the tongue on tiny bumps called papillae. Each taste bud has a variety of receptors on it, so we have the ability to detect different tastes throughout the tongue, contrary to the common belief that we have taste buds for specific tastes in specific locations. People differ from each other in the number of different receptors, and because we continually replace taste receptors, we may have different compositions of receptors ourselves over time.

| **taste buds** | collections of taste receptors located throughout the tongue |

Each receptor type responds to a different chemical property, and different taste receptors have different ways of
translating the chemical signals into neural signals (Gilbertson et al., 2000). For example, salty taste can result from the movement of sodium ions in taste receptors, and sweet taste can result from hydrogen ions. Both mechanisms lead to a depolarization of taste receptors, which begins the neural signal. Taste information in the brain is routed through the medulla and thalamus, and finally to the cortex and amygdala for final processing.

Our sense of smell, or *olfaction*, is closely related to taste. One way you can see this is to notice how taste relies on our ability to smell. As many people have noticed, foods do not taste the same when you have a cold. If you do not allow people to smell, very few can even identify such distinctive tastes as coffee, chocolate, and garlic (Mozel, et al., 1969). The biological benefit of odor is clearly similar to that of taste, as well. It acts as another safeguard against eating dangerous substances. For example, few people will ever get spoiled food into their mouths if they can smell that it is rotten first. It may also be that olfaction complements our taste warning system. Taste sensations arise when chemicals dissolve in water (contained in saliva, of course). Odor, on the other hand, is most pronounced in substances that do not dissolve well in water (Greenberg, 1981).

Olfaction receptors are located in the back of the nasal passages, deep behind the nose. There are about 1,000 different types of smell receptors, and about 6 million total receptors (Doty; 2001; Ebrahimi & Chess, 1998). These receptors send neural signals to the *olfactory bulb*, a brain area directly above the receptors, just below the frontal lobe of the cortex. Similar to what we saw for taste, the olfactory bulb sends neural signals on to the cortex and amygdala.

**Touch**

The sense that we think of as touch actually consists of separate sensing abilities, such as pressure, temperature, and pain. Separate receptors located throughout the skin that covers our bodies respond to temperature, pressure, stretching, and some chemicals. The chemicals can come from outside the body, or they can be produced by the body as in an allergic reaction. Neural signals from nearby touch receptors gather together and enter the spinal cord at various locations. These signals travel to the primary sensory cortex in the parietal lobes via a route through the thalamus.

Pain is particularly important because it is a warning sensation. Simply put, pain is an indication that something is wrong, such as illness or injury. Pain leads us to stop using an injured body part and to rest when injured or ill, so that the body can heal. Animals, including humans, can quickly learn responses that allow us to stop or avoid pain. In other words, we can easily learn to avoid things that can harm us.

Pain receptors are a specific class of touch receptors called *nociceptors* that are located throughout the body. Nociceptors respond to stimuli that can damage the body, such as intense pressure or some chemical. For example, the pain we feel from inflammation is the result of the hormone (a chemical) histamine stimulating nociceptors after its release at the inflammation site. Some are located deep within the skin, and others are wrapped in a myelin-like shell, so the pain receptors respond only to extreme stimuli (Perl, 1984). Two different kinds of nerve fibers hold pain receptors; one produces sharp, immediate pain and the other produces a slower, dull pain (Willis, 1985). Pain signals are processed in the brain by the cortex, thalamus, and probably other brain areas as well (Coghill et al., 1994).
**nociceptors**: touch receptors distributed throughout the body that are responsible for the sensation of pain

---

**Balance**

The final sense that we will consider is a little different from the first five. At first, our sense of balance does not really seem to be about getting the outside world into our heads, but rather about our place in the outside world. It is more similar to the other senses than it appears at first, however. Similar to the other senses, our sense of balance comes from our nervous system's ability to translate aspects of the outside world into neural signals. One key difference is that balance does not typically undergo further processing that leads to a conscious perception in the way that looking at a chair or tasting an ice cream cone does.

To get you thinking about how our sense of balance works, try this. Stand up and balance on one foot; you will probably find it very easy. Now try it with your eyes closed. If you have never tried this before, we suggest you do it far away from sharp corners because it is much harder than with your eyes open. Although you can definitely learn to balance without visual feedback, our sense of balance ordinarily comes from the integration of information from vision, proprioception, and the vestibular system.

Balance again on one foot with your eyes closed, this time with your shoes off if possible. This time, pay close attention to what your balancing foot and lower leg are doing. Even if your body is immobile, the muscles are hard at work while you are balancing. Our **proprioception** system is a key component of this ability. Proprioceptors are receptors throughout the body that keep track of the body's position and movement. Neural signals are sent from the proprioceptors to the spinal cord, which sends back messages that adjust the muscles. So, ordinarily, the tiny muscle adjustments that you make, such as when you step off of a curb onto the lower street, are outside of conscious awareness. Of course, you can be aware of these adjustments if you attend to them, so there is also neural communication between proprioceptors and the brain.

The vestibular system is a bit like a specialized proprioceptor that applies to the position of the head. Five interrelated parts located in the inner ear—two **otolith organs** and three **semicircular canals**, sense tilting and acceleration of the head in different directions. The vestibular system sends neural signals to the brainstem, cerebellum, and cortex (Correia & Guedry, 1978).

---

**proprioception**: a system with receptors throughout the body that keep track of the body's position and movement

**otolith organs and semicircular canals**: structures in the inner ear that sense tilting and acceleration of the head in different directions
Debrief

• Answer the questions from the Activate for this section again (Which sense is the most important, and which sense would you give up)? Were any of your answers or reasons different after reading the section?
• Draw as many of the parallels between different sensory modalities as you can. This will help you organize them, so you can keep track of them and remember them.

12.3. Sensory Thresholds

Activate

• Are you good at detecting faint stimuli (e.g., a dim light in the dark or a quiet sound in a silent room)?
• Are you good at detecting differences between similar stimuli, such as the weights of two objects, or the loudness of two sounds?
• Which sensory mode is your most sensitive?

In section 12.1, we cautioned against carrying the camera-eye analogy too far. By now it should be clear that even the straightforward parts of our sensory systems do not simply create a copy of the outside world in the brain. From lateral inhibition in vision to the differences in taste receptors across people, there is ample evidence that the information that comes from the sensory system is not a recording. Now it is time to look ahead and consider how we begin to use our sensory information. It will become clearer and clearer from this section and Module 13 on perception that sensation and perception are extremely active, fluid, and constructive processes.

Although the goal of our sensory systems is to get a neural representation of the outside world into the head, that does not mean that we need a perfect copy of it in there. Creating a perfect copy of the world in the brain would require much more mental work than we can spare. Really, what we need our sensory systems to do is to give us enough information about the surrounding world to survive in it. Sometimes, as in the case of blocking out pain when you are concentrating, survival might depend on your ability to not sense something (see Module 13). For example, if a hungry lion were chasing you, it would be helpful not to notice how much your hamstring hurts. Other times, an efficient sensory system requires making guesses about what is out there from very little evidence.

Absolute Thresholds

The task of detecting whether or not a stimulus, any stimulus, is present is one of the most fundamental jobs of our sensory system. After all, in order to do any further sensory and perceptual processing, you have to know that something is there. Even in the case of detection, however, you will see that it is not simply a matter of turning on the recorder.
It is possible to measure the absolute sensitivity of our sensory systems, but as you will see, our actual sensitivity in any given situation can vary considerably from that. This absolute sensitivity is called the **absolute threshold**, the minimum amount of energy that can be detected in ideal conditions, for example, in vision or hearing in a completely dark or quiet room with no distractions. The different sensory modes, then, have their own absolute thresholds and they are very impressive. Human beings can see a candle flame from 30 miles away on a dark night, hear a watch ticking from 20 feet in a quiet room, smell one drop of perfume in a three-room apartment, taste one teaspoon of sugar in two gallons of water, and feel the touch of a bee's wing falling on the face from a height of one centimeter (Galanter, 1962).

Of course, there are differences across people. Your absolute threshold for vision might be better than your 81-year-old grandfather’s, for example. Perhaps more importantly, or at least more interestingly, there are differences within people. Basically, your own absolute threshold can be very different at different times. It is a very simple idea. Your absolute threshold can change dramatically, depending on factors such as motivation and fatigue. For example, if you are being paid $5 to sit in a dark room for five hours during a psychology experiment and press a button every time you see a dim light, you will probably miss a few. Especially as the session wears on, your motivation may be low, and fatigue will be high, leading to a relatively high absolute threshold (in other words, a relatively bright light will be required for you to detect it). On the other hand, if you are a guard watching for an approaching enemy and are supposed to report every time you see a dim light on a radar screen, you are likely to see every possible light.

The relationships between threshold and personal factors have been expressed mathematically by **signal detection theory** (Tanner & Swets, 1954; Macmillan & Creelman, 1991). According to signal detection theory, there are two ways to influence your absolute threshold. First, you can increase your sensitivity, something that is possible only through some kind of enhancement (such as eyeglasses, or night vision goggles). The other way is to change your strategy for reporting the detection of a signal. This is the part that varies with factors like motivation and fatigue. If you are very motivated to see a dim light, your strategy may be to say that you see one whenever there is the slightest bit of evidence, so you will be sure to see all of the lights. Because you will be saying “there it is,” so many times, however, you will also have a lot of false alarms, reporting a light when none is there. If you later want to reduce your false alarms, perhaps because you have been “crying wolf” too many times, you can change your strategy again, requiring a brighter light before you report that you see it. Of course, now you will increase the number of times that you miss a dim light that is really there. This relationship between hits, misses, and false alarms is the important lesson to be gained from signal detection theory. If you cannot increase your sensitivity, there will always be this type of relationship. If you get a lot of hits, you will also get a lot of false alarms; if you get few false alarms, you will get a lot of misses.

If you think about it, there are a number of situations in which an observer is asked to detect a faint stimulus, and thus, several real-life applications of signal detection theory. For example, a friend of ours once spent a week with his hand in a cast because the doctor examining his x-ray detected a hairline fracture that was not there. Because the doctor did not want to miss a broken bone, he adopted a strategy that increased his likelihood of getting a hit, but in this case, he got a false alarm. As another example, imagine a teenager trying to sneak in silently after missing curfew. He freezes on the stairs when he hears the slightest creak of a floorboard, sure that his mother has heard him and is getting out of bed. Another false alarm resulting from a high motivation to detect a stimulus.

---

**absolute threshold**: the minimum amount of stimulus energy that can be detected in ideal conditions

**signal detection theory**: a mathematical model that describes the relationship between sensory thresholds and personal factors, such as motivation and fatigue
Difference Thresholds

A second fundamental use of sensory information is detecting differences. One of our favorite key terms is the alternative name for difference threshold because it may be the most self-explanatory term in all of psychology; the term is just noticeable difference. It is, of course, the smallest difference between two stimuli that can be detected. Although the principles from signal detection theory can be applied to detecting differences, there is a second important way that these thresholds vary.

The notable fact about the just noticeable difference, often abbreviated JND, is that it is not a constant. For example, suppose you are holding a pebble in one hand; you may be able to detect the difference in weight if we add another pebble. In other words, the second pebble is more than a JND. What if you were holding a bowling ball in your hand, though? If we added a pebble now, you would not notice the difference; now it is less than a JND.

Over 175 years ago, researchers discovered that the JND was related to the size of the comparison stimulus. If you are looking at a dim light, you can detect a small difference. On the other hand, if you are looking at a bright light, you need a larger difference before you can detect it. This relationship is known as Weber's Law, and it holds for judgments of brightness, loudness, lifted weights, distance, concentration of salt dissolved in water, as well as many other sensory judgments (Teghtsoonian, 1971).

Again, you do not have to think hard to realize that applications of JND’s and Weber’s Law reach far beyond judging the loudness of tones in a psychology experiment. When one of the authors used to lift weights with a friend in college, we used to joke that adding five pounds to our current bench press weight was like wearing long sleeves; we would not even notice it (of course, if we had been bench pressing 25 pounds, we probably would have noticed it). Or think about how consumer products companies may take advantage of the JND. For example, if a company is going to decrease the size of product (a secret price increase, as they will charge the same price), they will be sure to decrease it by less than a JND. This probably happens much more than you think, precisely because the companies have been successful at staying within the JND (and sometimes because they cheat by keeping the package size the same, reducing only the contents).

**difference threshold (just noticeable difference, or JND):** the smallest difference between two stimuli that can be detected

**Weber's Law:** a perceptual law that states that the difference threshold for a stimulus is related to the size of the comparison stimulus

---

**Debrief**

- Describe some other examples where signal detection theory would apply.
- Describe some other examples of JND's and Weber's Law.

You will usually find sensation and perception treated separately, as we have done in this book, but you should realize that psychologists draw this distinction for ease of explanation only. You may be tempted to think of sensation as a somewhat straightforward translation of the outside world into brain signals, and perception as a heavily brain-dependent, higher-level set of processes that have little direct contact with the original outside world. You can see the distinction is somewhat artificial from some of the topics in Module 12, however. For example, a process seemingly as straightforward as detecting whether or not a stimulus is present is affected by your decision strategy. We sense brightness not in the absolute, but by comparing nearby objects to each other. So already, the brain is taking an active role in processing the neural signals that come from the outside world. You can see, however, that sensory processes do make extensive use of that information from the outside world. In perception, the brain steps to the forefront. That certainly does not mean that perception has no contact with the information from the outside world, only that the emphasis is on procedures that the brain uses to make sense out of the input.

Recall the “surviving in the wild” question asked in the Activate exercise at the beginning of Module 12. In the module, we suggested that brightness contrast, because it helps us separate objects, might be the most important visual property to help us survive. Of course, we would want to know more than simply where one object begins and another ends. Specifically, if you were trying to find food and avoid predators, you would want to know where something is, where it is going, and what it is. For example, there is a big difference between a hungry lion 30 feet in front of you sprinting out of the forest toward you, and a cute bunny 30 feet in front of you hopping into the forest away from you. So, an expanded list of processes essential for survival includes ones that allow us to locate objects and perceive their motion, and then to recognize what they are. These are the key perceptual processes, and they are quite complex, comprising several sub-processes. They include:

Localization and organization

- Perceiving distance using monocular and binocular cues
- Perceiving motion
- Grouping parts of a scene into a single object and grouping objects together

Recognition

- Bottom-up processing, such as detecting features (which you saw briefly in module 12 already)
- Using top-down processing (expectations and context) to recognize objects

This module has four sections. As we did in Module 12, we will cover perceptual topics for vision and the other sensory modes separately. Section 13.1 describes how we perceive distance and motion in vision, the main processes involved in localization. Section 13.2 covers organization in vision. It describes how we group different parts of a scene together to see distinct objects. Section 13.3 is about recognition in vision and about all three processes (localization, organization, and recognition) in the other senses. You will read about our brain’s remarkable ability to perceive objects by combining sensory input from the world with its own expectations. The section concludes with a brief discussion of sensory integration, the process through which we combine the input from the different sensory modalities into a unified experience. Section 13.4 covers attention, an important precondition for turning a sensation into a full-blown perception.

13.1. Localization in vision: Where is it and where is it going?
13.2. Organization in vision: How do the pieces fit together?
13.3. Recognition: What is it? And the Other Senses
13.4 Attention
READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 13, you should be able to remember and describe:

- Basic idea of localization, organization, and recognition. (13 introduction)
- Monocular distance cues: *linear perspective, interposition, relative size, relative height, texture gradient, motion parallax* (13.1)
- Binocular distance cues: *retinal disparity* (13.1)
- Size-distance illusions (13.1)
- How we perceive motion (13.1)
- Gestalt principles of organization: *similarity, proximity, figure-ground perception, good continuation, connectedness, closure, temporal segregation, common region* (13.2 and 13.3)
- Bottom-up and top-down processing (13.3)
- Expectation and context effects (13.3)
- Localization in the other senses (13.3)
- Sensory integration: superior colliculus (13.3)
- Selective attention and divided attention (13.4)
- Multimode model of selective attention (13.4)

Apply

By reading and thinking about how the concepts in Module 13 apply to real life, you should be able to:

- Identify monocular distance cues in scenes and art (13.1)
- Identify Gestalt principles in real-world perceptions (13.2 and 13.3)
- Come up with your own real life examples of context and expectation effects in recognition (13.3)
- Generate your own real life examples of divided and selective attention tasks (13.4)

Analyze, Evaluate, or Create

By reading and thinking about Module 13, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Draw a picture that uses monocular cues to give the appearance of distance (13.1)
- Explain how distance cues lead to size-distance illusions that were not covered in the text (13.1)
In order to visually perceive where something is, you have to perceive how far away it is and in which direction and at what speed it’s moving. **Localization**, then, is a matter of perceiving both distance and motion.

**Distance Perception**

How do you see distance? The naïve understanding of vision is that distance is something that is directly perceived. Some objects are simply farther away than others, and the eye must somehow record that difference. The problem with this idea is that the three-dimensional world needs to be projected onto a two-dimensional retina at the back of the eye. The loss of that third dimension means that distance cannot be directly “recorded” by the eye. For a simple demonstration of this fact, try looking at a car that is far away from you. The car in your visual field appears very small. Then imagine looking at a toy car sitting on a table near to you. Both cars might project the same-size image to your retina, so your brain must be able to figure out the difference in their actual sizes and their distances. Although it happens with no conscious effort on your part, it is actually a complicated task.

**Monocular Cues**

The brain reconstructs distance by using information beyond the image of the single object projected on the retina. There are a number of cues to distance that the brain uses to do this; they are divided into binocular cues and monocular cues. Binocular cues work because we have two eyes; monocular cues need a single eye only.

Common **monocular cues** include the following:

- **Linear perspective.** As you look at lines over distance, they appear to converge, or come together. This convergence of lines is called linear perspective.
- **Interposition.** Although the term “interposition” is probably new for you, the concept is extremely simple. Sometimes, when you are looking at two objects at different distances, you can judge their relative distances because the closer object partially blocks your view of the farther object. So when parents complain that they cannot see the television because a child is in the way (the “dad joke” way to say it is that you make a better door than a window), they are complaining about interposition.
- **Relative size.** If two objects that are the same size are different distances away from you, the farther object will appear smaller than the closer object.
- **Relative height.** Objects that are farther away appear to be nearer to the horizon than closer objects. This means that above the horizon, the far away object appears lower than the close object; below the horizon, the far away object appears higher than the close object.
- **Texture gradient.** A gradient is a change in something. The apparent change in texture, or the texture gradient, is a cue that you are looking at something over distance. For example, imagine standing at the edge of a long field of grass. Very close to you, the texture appears very rough; you can see individual blades of grass and many details of the surface. As you move your gaze farther away, the field begins to look smoother; you cannot see as many details, and you cannot see the individual blades of grass. Very far away, the field looks like a smooth, green surface. That change in apparent texture, from rough to smooth, is the texture gradient that tells you that you are looking at a change in distance.

- **Motion parallax.** Motion parallax is the one monocular cue that requires you to be in motion to use it. If you are moving, riding along in a car, for example, the world outside appears to move in the opposite direction of your motion. The speed with which the world appears to move is a cue to how far away an object is. Houses that appear to move slowly will be perceived as farther away from you, while parked cars that appear to move very fast will be perceived as very near to you.

**Figure 13.1: Monocular Distance Cues**

- **Relative height and relative size.** Farther objects are nearer to the horizon and appear smaller than closer objects.

- **Linear perspective.** Lines of the "road" come together in the distance.

- **Interposition.** The farther object is blocked by the closer object.

---

**localization:** the process of perceiving where something is – how far away and in which direction – and whether or not it is moving

**monocular cues:** distance cues that require the use of a single eye only. They include linear perspective, interposition, relative size, relative height, texture gradient, and motion parallax.
Binocular Cues

Did you ever wonder why animals have two eyes? One of the main reasons is that they provide binocular cues to help us to perceive distance. One major binocular distance cue is retinal disparity. Because your eyes are a few inches apart from each other, when you focus both eyes on a single object, each eye sees the object from a slightly different angle. Try this little demonstration: take your left index finger and point it at the ceiling, with the first knuckle touching the tip of your nose. Then alternate looking at the finger with your left eye and right eye. You will be able to see your fingernail with your left eye, but not with your right eye. In addition, it appears that your finger is jumping back and forth each time you switch eyes. Now hold your index finger in front of you with your arm fully extended. Again, alternate looking with your left and right eyes. You can tell that each eye has a different angle of the finger, but the difference is much less pronounced. Your finger still appears to jump back and forth, but much less than it did when it was touching your nose. You have just demonstrated that retinal disparity is reduced when the object is farther away. Quite simply, the greater the difference in view between the two eyes—that is, the more retinal disparity there is—the closer the object is to you.

The Viewmaster, a toy that has been around for more than 70 years, uses the principle of retinal disparity to give the illusion of distance. Each picture that you see when looking into the Viewmaster is composed of two slightly different versions of the picture, one projected to each eye. The different versions are interpreted as retinal disparity, and as a result, the scene appears to be three-dimensional.

**Figure 13.2: The Viewmaster**

<table>
<thead>
<tr>
<th>binocular cues: distance cues that require the use of two eyes</th>
</tr>
</thead>
<tbody>
<tr>
<td>retinal disparity: a binocular cue; the difference between the image projected to the left and right retina is a cue to how far away some object is</td>
</tr>
</tbody>
</table>

Because distance and size are not directly perceived, but rather figured out from cues, we might be wrong occasionally. When we are, we fall victim to one of the many size-distance illusions that affect us. Although illusions are, by definition, errors, they result from the operation of the same perceptual processes that ordinarily lead us to correct judgments. For example, look at the diagram below on the left. It looks like a woman being chased down a long hall by a taller
monster. The two characters are the same size on the page, however. How are we tricked into seeing the monster as taller than the woman? Well, two distance cues, linear perspective and relative height, tell us that the woman is close and the monster far away. A third distance cue, relative size, leads us to the error, though. If the monster is the same size as the woman in real life, he should look smaller when he is judged to be farther away. His appearance is not smaller like we would expect, however. We cannot judge that he is closer because of the cues suggesting he is far away, so the only alternative is to conclude that the monster is actually larger than the woman.

We are not saying that this conclusion is a conscious decision. You do not consciously decide that something is far away, close, large, or small. Your brain uses the distance cues and draws the conclusion unconsciously; to your conscious mind, it feels as if the distance and size are perceived directly, though, despite all of the work that goes into it.

**Motion Perception**

When perceiving distance, the image that is projected to your retina is ambiguous. For example, a small retinal image can mean you are looking at a small, close object or a large, far away object. You needed extra distance cues to help sort out the ambiguity. Perceiving motion also involves ambiguous retinal images that require additional cues to resolve. The problem is more difficult, however, because often the retinal image is completely misleading. It seems reasonable to suppose that moving objects would cast a moving image on your retina, and stationary objects would cast a stationary image. This is not typically the case, however. If you are watching the moving object, the image will be fairly stationary, as it is maintained in the fovea in the middle of your retina (your eyes will track, or move along with the object to do this). On the other hand, if you move your eyes away from a stationary object to look at something else, the image will zip across your retina. In both cases, you are likely to perceive the motion correctly, however.

Two key cues that allow us to detect motion are contrast and eye-head movements. Contrast in general is an important concept for perception; you already saw how brightness contrast is enhanced in visual sensation. For the perception of motion, we are interested in the contrast in movement between different elements of a scene. When you move your eyes around, the whole world around you appears to move. You do not perceive that as motion, however, because everything is “moving” at the same rate and direction. It is only when some objects in your view move and others do not that you perceive motion. This is an extremely effective cue that tells us that part of the scene is moving (Wallach et al., 1985). Researchers have also shown that neurons in the temporal lobes are sensitive to this kind of contrast (Tanaka et al., 1993).

The second cue for motion perception is eye and head movements (Epstein & Hanson, 1977; Stork & Musseler, 2004). Information about eye movements is sent from the muscles of the eyes—another example of proprioception—and from
the motor commands from the brain to the visual processing areas, such as the visual cortex. Both of these sources of information can provide cues that the eyes are tracking a moving object (O’Regan & Noe, 2001).

**Debrief**

- Draw your own picture (or pictures) illustrating the monocular distance cues.
- Can you use the information on size-distance illusions to explain why the moon looks larger when it is on the horizon than when it is higher in the sky?

### 13.2. Organization in Vision: How Do the Pieces Fit Together?

**Activate**

- Look at the room around you. What are the separate objects that you see? Which aspects of the scene are the most important for allowing you to see the different objects in your view?

Localization is certainly important for turning a sensation into a meaningful perception, but it is just the beginning. The next key step is to begin to assemble the different pieces of a visual sensation into unified whole. Only then, can the table be set for a final recognition. The processes through which we create this unified whole are referred to as organization, and the main ones are referred to as Gestalt principles.

**Grouping Using Gestalt Principles**

The most important strategies that the brain uses to organize parts of a scene into distinct objects and to group objects together were discovered by the group of German psychologists called Gestalt psychologists; they were introduced in Unit 2 in the discussion of problem-solving. The Gestalt psychologists were interested in how human perception can construct a single, coherent, whole perception from the individual parts. They proposed that the brain must augment the physical input (the parts) by imposing its own organizing principles; it is from the Gestalt psychologists that we get the common idea that the whole is greater than the sum of its parts. Their chief concern with perception was how we decide which parts of a possible perception should be grouped together into objects or sets of objects.

You should keep these two related kinds of grouping in mind: grouping separate elements together into a single object and grouping different objects together into sets. We can use the Gestalt principles to describe both kinds of groupings. The Gestalt psychologists identified many principles, the best-known being the following. It is important to note that a given scene might require the application of more than one Gestalt principle.
**Similarity, Proximity, and Connectedness**

Objects will tend to be grouped together when they are similar to each other (*similarity*), when they are close to each other (*proximity*), or when they are physically connected to each other *connectedness*.

Sometimes the different Gestalt principles lead us to make the same grouping, sometimes not. If you have ever watched a soccer game between two teams of six-year-olds, you can use different groupings based on similarity and proximity to help make sense of the action. All of the children with the same-colored shirt are on the same team; in other words, a similarity grouping helps you figure out which players you should be cheering for. And you can tell where the ball is on the field if you temporarily lose sight of it because most of the children tend to cluster around the ball; in those situations, you are using a grouping based on proximity (in case you have never had the pleasure to see for yourself, six-year-olds have not figured out that sometimes, you are not supposed to be next to the ball).

**Figure-Ground Perception**

The observation that multiple groupings are possible points out the need for another Gestalt principle, called *figure-ground perception*. According to this principle, we can shift our attention throughout a scene to pick one section as the object of interest, or figure, and relegate the rest of the visual information to the background, or ground. At the soccer field, you might perceive the group of children who are bunched around the ball as the figure and the rest of the children, the coaches (who are also on the field), the referee, and the field itself as part of the background. If you are paying attention to one specific kid chatting with a friend from the opposing team, they are the figure, and everything else is the background. The best-known illustrations of our ability to switch figure and ground are reversible figures, a figure that can have two completely different interpretations by switching figure and ground. Even when the objects themselves are unambiguous, we may shift our figure-ground perception at will to make one part the figure and the rest the background.
Good Continuation

Grouping by good continuation is a principle that helps us to see a pattern in the simplest input. We have a preference for grouping that will allow us to see a smooth, continuous form. So you are more likely to group (or see) the dots in the diagram below as two intersecting curved lines, rather than four separate segments.

Closure

In our quest to perceive a coherent, whole perception (a Gestalt), we may have to add to what is really there. In other words, when other Gestalt principles strongly suggest a certain grouping but the picture is incomplete, we may use closure to fill in the missing gaps. For example, the similarity principle suggests that the three simple angles in the figure above should be grouped together to form a triangle that is underneath a second triangle formed by the rectangles with
the angles missing. That top triangle is not really in the picture, however. Closure allows us to complete the triangle, though, and we see the whole shape.

This is probably a good time to remind you that even though most of the examples have focused on how we group separate objects of a scene into sets, they also can be used to group different parts into a single object, as in the closure example.

Recent researchers have added to the Gestalt grouping principles. For example, elements that appear at the same time tend to be grouped together, a principle known as **temporal segregation** (Singer, 2000). To use another soccer example, the players who run onto the field together are perceived to belong to the same team. Finally, elements that are bound into a **common region** tend to be grouped together (Palmer, 1992). Many soccer parks in our town have several fields on them. The children who are confined to one field constitute a single grouping, a game.

It is also worth noting that recent research results have found evidence in the brain for some of the original Gestalt principles. For example, there appear to be figure-ground cells in the cortex that respond to one figure-ground grouping and not its reversal, suggesting that “figure” is a feature coded by the visual system (Baylis and Driver, 2001).

---

**Closure**: a Gestalt principle that says that we tend to fill in missing perceptual information

**Common region**: a perceptual principle that says that objects that are found in the same space tend to be grouped together

**Connectedness**: a Gestalt principle that says that objects that are connected to one another will be grouped together

**Figure-ground perception**: a Gestalt principle that says that we can shift our attention to pick out one part of a scene and to shift the rest to the background

**Gestalt principles**: a set of principles that describe how we organize sensory input, mostly by grouping or separating individual parts; they were originally discovered by Gestalt psychologists in the early 20th century

**Good continuation**: a Gestalt principle that says that we have a preference for seeing patterns that are smooth continuous forms

**Proximity**: a Gestalt principle that says that objects that are close to one another will be grouped together

**Similarity**: a Gestalt principle that says that objects that are similar to one another will be grouped together

**Temporal segregation**: a perceptual principle that says that objects that appear at the same time tend to be grouped together

---

**Debrief**

- Come up with some visual examples of the Gestalt principles of similarity, proximity, figure-ground perception, good continuation, and closure.
13.3. Recognition: What Is It?

Did you ever notice that it takes you an extra moment to recognize a familiar person in an unfamiliar location (for example, your psychology professor in the grocery store)? Why do you think that is?

Have you ever walked into a dark room when you were (already) frightened, and mistaken a harmless object, such as a stuffed animal, for something much more sinister and dangerous? Why do you think that happens?

We have just crossed over a fuzzy and somewhat arbitrary line. Although the ideas we have talked about already are important for localizing and organizing, they also contribute mightily to final recognition. For example, when you group the eleven children on one side of the soccer field together, it is only a small step beyond that for you to recognize them as The Blizzards (the team’s name). Nevertheless, it seems useful to separate the processes as we have done, as is typical within psychology, as long as you realize that these earlier processes contribute to recognition.

Think back even earlier, to the visual sensation processes we talked about in Module 12, such as detection of brightness contrast, features, and color. Add to those the localization processes of distance and motion perception. All of these processes help you to recognize objects. In some ways, these earlier parts of the overall recognition task are like putting together a jigsaw puzzle. Small regions of the puzzle are assembled out of individual pieces. Then, those small regions are combined into larger sections, which are assembled into the final completed puzzle. In the same way, our perceptual system builds up to a final recognition from simple features, such as colors and lines, through more and more complex features, such as angles, shapes and surfaces, all the way up to a complete scene, a soccer game. This kind of perceptual processing, in which a final recognition is “built up” from basic features is called bottom-up processing. It begins “out in the world,” with the basic properties of the objects to be perceived.

We can push the puzzle analogy a bit further to introduce you to the other major type of processing that takes place during recognition, Think about the procedure that many people use when they assemble jigsaw puzzles. They spread out the pieces on the table in front of them and prop up the cover of the puzzle box, so they can see what the completed puzzle is supposed to look like. That box cover tells them which pieces belong in which areas. For example, the brown pieces might be part of a horse’s body, which belongs on the lower left side of the puzzle, according to the picture on the box. We have a set of mental processes in perception that correspond to the puzzle box cover. It is called top-down processing and it consists of expectation effects and context effects (the Gestalt principles are essentially top-down processes, too, as they are organizing strategies imposed by the brain). Just like referring to a picture on a box when assembling a jigsaw puzzle, the top-down processes help you predict what will go where in your final perception, or recognition. Even better, they help you to direct your attention to the appropriate areas so that you can recognize objects and scenes very quickly.

The combination of bottom-up and top-down processes typically makes final recognition efficient and effortless. We have already spent some time on the bottom-up processes, so let’s turn to top-down ones. First consider how expectation effects influence recognition. Suppose you worked your way through high school as a kids’ soccer referee. Through this experience you have come to expect certain things. For example, at the beginning of each half and after goals, the teams assemble on their respective halves of the field. After a goal is scored, then, you have an expectation. In other words, you know where to look if you want to find the different teams. This is the basic idea behind the expectation effect. Because you know what to look for, it becomes easy for you to find it. Although this seems obvious and perhaps uninteresting, it is important because these top-down processes are extremely powerful.
A simple example of the interplay between top-down and bottom-up processing will help you to see how they work together to give us such an effective recognition system. Imagine that you are trying to recognize a printed letter on a page. Bottom-up processing, such as feature detection, sends the signal that you are looking at a vertical line and a horizontal line. The fact that the letter follows two other letters, C and A, sets up an expectation. If the three letters are to form a word, only a few letters, such as B, D, M, N, P, and T will fit. Final recognition of the letter “meets in the middle,” as the powerful bottom-up effects of detecting the features and top-down effects of expecting certain letters allow you to instantly see it as the letter T. Although most real-life experiences of recognizing objects are more complicated, the same basic “meeting” of top-down and bottom-up processes occurs.

Ordinarily, the top-down processes help you to perceive the world accurately and instantly. For example, given your expectation during a soccer game, it only takes a quick glance to find the different teams after a goal. Your expectation, however, can be powerful enough to change your perception. For example, in 2003, Las Vegas magician and tiger trainer Roy Horn, of the team Siegfried and Roy was attacked, dragged offstage by his neck, mauled, and nearly killed by a 600-pound tiger during his act (Roy actually died in 2020 from COVID-19). Roy's partner, Siegfried, reported soon after the attack that the tiger was trying to help Roy during a moment of confusion (Roy had just tripped). Animal behavior experts disagreed. They noted that the tiger went for Roy's neck, the key killing behavior that tigers use on their prey, an interpretation shared years later by one of the team's animal trainers (Nash, 2019). Because of their different expectations—Siegfried thought about the tiger as a partner in the act, even a friend, while the animal behavior experts thought about the tiger as an instinctual killer—they perceived the same behavior very differently. You will be able to find many similar examples of someone's expectation changing the way that he or she perceives something.

The second key type of top-down process is context effects, in which the objects or information surrounding the target object affect perception. When you see your psychology professor walk into class every day, it is easy to recognize
him or her in the familiar context of a classroom. But have you ever run into a professor (or other teacher) in an unexpected location, such as a grocery store, or even a bar? If so, you might not have recognized him or her at first because of the unusual context. As with expectation effects, context effects can be powerful enough to change your actual recognition. The middle character in the example below can look like the letter B or the number 13, depending on the context in which you find it (Biderman, Shir, & Mudrik, 2020). And again, think of the Siegfried and Roy example. A 600-pound tiger pouncing on a man, grabbing him by the neck, and dragging him to another location would certainly not be perceived as the tiger helping the man if it occurred in the context of an expedition in the wilderness of India. You should also be able to see that context and expectation are related; often it is the context that helps set up an expectation.

**bottom-up processing:** perceptual processing that leads to recognition by beginning with individual features in the world and “building up” a final recognition

**top-down processing:** perceptual processing that leads to recognition by beginning with the brain, which directs (via expectation and context effects) how recognition proceeds

**expectation effects:** a top-down processing effect in which having an expectation leads an individual to perceive some stimulus to be consistent with the expectation

**context effects:** a top-down processing effect in which the information that surrounds a target stimulus leads an individual to perceive the stimulus in a way that fits into the context
Localization, Organization, and Recognition in the other senses

Many of the principles that we identified for vision apply to the other senses too, so it seems unnecessary to repeat them in great detail. Basically, regardless of the sensory modality, you need to localize, organize, and recognize. Top-down processing and similar organization principles affect hearing, touch, taste, and smell. Let us spend a few minutes discovering how these ideas apply to the other senses, then. At the end of the section, we will talk about how our brain takes the input from the different senses and assembles it into a single perceptual experience.

Hearing

You will recall that the outer, middle, and inner ear translate air vibrations into bone vibrations via the tympanic membrane, hammer, anvil, and stirrup, and then into neural signals via the oval window and hair cells (in the cochlea). The intensity of the vibrations is translated into loudness, and the speed, or frequency of the vibrations is translated into pitch. This is a far cry from the rich detailed auditory world in which we live. The basic sensory processes as we described them in Module 12 explain how we detect the beeps of a hearing test in an audiologist’s office, but how do we get from there to hearing complex sounds, such as speech, music, and city noise?

First, there are relatively few pure tones, made up of a single frequency, in the natural world. Complex sounds, however, can be broken down into their component frequencies, so the auditory system has a set of processes that are analogous to feature detection from vision.

Of course, localization, organization, and recognition are essential for the perception of sounds. Localization takes place through a process similar to the binocular cues from vision. When a sound comes from one side of the body, it reaches the corresponding ear sooner and is louder to that ear (Gaik, 1993; Middlebrook et al., 1989). The brain is extremely sensitive to these tiny time and loudness differences and uses them to locate the source of the sound. There are also hearing analogs of some of the monocular cues to distance. For example, close objects make louder and clearer sounds than far away objects.

For the organization of sounds, Gestalt principles for grouping apply as well to hearing as they do to vision. In fact, some of the best examples of figure-ground perception are auditory. Any time you try to listen to one message, such as your friend whispering in your ear, while ignoring another, such as a boring lecture, you are selecting one as the figure and the other as the background. As soon as your professor calls your name to ask you to answer a question, you can instantly switch and make the former background into the figure. A strategic pause in a string of sounds can lead to different groupings based on proximity or connectedness in time, as in “What is this thing called love?” versus “What is this thing called, love?” Good continuation (as well as figure-ground perception) enhances our ability to follow a melody during a complex musical recording (Deutsch & Feroe, 1981). Similarity helps us to separate sounds that occur at the same time. For example, if a complex sound, such as a musical chord, contains a badly mistuned element, we may hear two separate sounds. If everything is in tune, we hear a single integrated sound (Alain, Arnott, & Picton, 2001).

Closure, too, works in hearing, as we can often hear a complete sound, such as a word, even if a small section is missing. For example, if a sound is interrupted by bursts of noise, we will hear the tone as constant (Kluender & Jenison, 1992; Warren, 1984).

The top-down processes for recognition are also extremely important in hearing. Many times, we hear what we expect to hear. For example, consider song lyrics. Sometimes, you may be unable to understand the lyrics of a song until you read them. Once you have the expectation that comes from reading the lyrics, you can hear them from then on. In general, our experiences leave us with a wealth of knowledge about sounds, and we use this knowledge to help us recognize (Bregman, 1990). Of course, one key source of both context and expectation is information from other sensory modes, such as vision. For example, the sight of a violin in a companion’s hands would help you to recognize the awful screeching sound as an attempt at music rather than a sick cat.
Taste and Smell

Although we certainly have to locate odors, localizing is an unnecessary process for taste. Localization for olfaction occurs largely through sniffing and detecting increasing concentrations of the odor, essentially searching for JND’s. Some of the principles of organization and recognition apply to both taste and smell. You can certainly use Gestalt principles, such as similarity to separate different odors and different tastes.

If you do not believe that top-down processing affects the sense of taste, ask yourself this: why do food manufacturers use artificial colors? Expectation effects have a remarkable and surprising effect on taste. Pepsi once released a clear version of its cola, called Crystal Pepsi; it was a spectacular failure (We once found an online petition to compel Pepsico to bring back Crystal Pepsi; it was signed by 79 people; the “Save Spongebob Squarepants” petition on the same site was signed by 25,000. And we didn’t even know Spongebob was in danger).

People really do think that food tastes better if top-down processing leads them to expect it. Researchers have found that if a restaurant offers a food with a descriptive name, such as Legendary Chocolate Mousse Pie, it sets up an expectation in customers that leads them to judge it to be higher quality (Wansink, Painter, & van Ittersum, 2001). Also, the fact that odor is necessary for proper tasting indicates that olfaction can function as the source of expectation effects for taste.

Touch

Some of the Gestalt principles even apply to touch. Similarity and proximity are likely important ways for us to judge whether pressure, temperature, and pain sensations result from the same or different stimuli. For example, sometimes, when people have a bad fever, they get a bad headache, as well as pain in their knees, lower back, and other joints. It can take them several hours, or even days, to connect these different sensations as part of the same illness because they are in such different locations, and they usually strike at different times during the course of the illness.

After a sensory organ has received constant input for a short time, the sensation fades away and eventually disappears. It is called sensory adaptation, and it applies to all of the senses. It even applies to vision, but you never experience it because your eyes are continually moving, ensuring a constantly changing sensation. Probably the most obvious example is from olfaction. A few minutes after entering a room with a distinctive odor, you adapt to it and no longer notice it. Sensory adaptation is also obvious in touch. If you wear glasses, you rarely notice them touching the bridge of your nose. Also, moments after getting dressed, you no longer feel the elastic waistband of your underwear. If, however, we draw your attention to it, as we just did, you are likely to be able to feel it again. This can be seen as an example of figure-ground perception; we can reverse sensory adaptation and turn a former background sensation into “figure.”

Finally, there is little doubt that top-down processing can be quite important for touch. For example, the very same sensation may be experienced as an affectionate caress or an annoying rub, depending on the context in which it occurs. Even pain can be affected by top-down processing. You probably recall that our sensation of pain comes from nociceptors that respond to potentially damaging stimuli. Our brains can override these pain signals through motivation, context or attention. For example, the motivation-decision model shows that if there is something that we judge more important than pain, our brain can suppress the signals from the nociceptors, thus reducing our perception of the pain (Fields, 2006).

sensory adaptation: the fading away and eventual disappearance of a sensation after a sense organ has received constant input over time
Putting a Perception all Together: Sensory Integration

In real life, perception is not so neatly separable into different sensory processes as Modules 12 and 13 have implied. Very few, if any, experiences impact a single sensory mode only. Instead, we experience a coherent event, in which the input from the separate senses is integrated. This is an obvious point when you are perceiving something, but it is hard to keep in mind when each sensory modality is discussed separately in a textbook. Even within a single sense, the results of many separate processes must be integrated to give us the experience of a single perception.

We have given you an idea of one way that the different modes interact by suggesting how one sense may function as a source of expectation or context effects for another sense. In general, we often experience multisensory enhancement, in which the contributions of individual sensory modes are combined and result in a perception that is, in a way, stronger than the contributions of each sense individually (Lachs, 2020).

More importantly, our perceptual system must have some method of combining the sensations from the different modes, so that life does not seem like a foreign film badly dubbed into English. To achieve integration, it makes sense that neural signals from the separate sensory channels would be collected in specific areas of the brain, and indeed this seems to be the case. There are areas throughout the midbrain and cortex that respond only to input from multiple sensory channels. One key brain area for this integration work is a part in the midbrain, called the superior colliculus (King and Schnupp, 2000). The superior colliculus receives input about timing and spacing from the different senses, and it is very sensitive to the exact timing and location of inputs. Basically, the superior colliculus is essentially able generate signals that allow us to conclude that sights, sounds, smells, and touches that originate at the exact same time and in the exact same location are part of the same perception.

**multisensory enhancement**: process through which input from separate sensory modalities combine to produce a perception that is stronger than the individual contribution of the modalities.

---

Figure 13.9: Location of the Superior Colliculus
**superior colliculus:** an area in the midbrain that plays a key role in integrating the inputs from the different senses into a single coherent perception

### Debrief

- Try to think of your own examples of the Gestalt principles of similarity, proximity, figure-ground perception, good continuation, and closure.
- Try to think of some examples when your expectation or the context in which you encountered something influenced the way that you perceived it.

### 13.4. Attention

At first, you might wonder why the topic of attention is located in a module on Perception. It is true that the topic could appear elsewhere, including in its own module, as it is an important topic in its own right. But it is perhaps the most important precondition for transitioning from sensation to perception, or conscious recognition. In order to recognize something, you must direct attention to it.

You are in class on a super sailorific sunshiny day, and you just cannot keep you mind on the boring lecture being delivered by your professor, Dr. Dronesonandon. Well, at least you don’t have to write an essay.
But back to Dr. D. You struggle to listen, but your mind keeps wandering, first to the activities outside, then to your shopping list and planning your afternoon workout. Before you know it, class is over, and you have not heard one word out of your professor’s mouth in the last 30 minutes. Oops. Many people (not just students) struggle with paying attention. But what is attention, exactly? For the moment, let us define it as the current contents of your consciousness, or what you are thinking about right now. We will need to be a bit more precise later, but this preliminary definition will allow us to start the conversation.

At any given time, you have a virtually limitless amount of possible conscious mental activity available to you. You can consciously perceive any subset of the world surrounding you, can retrieve information from your episodic and semantic memory, and you can think about possible events in the future.

We would like you to try a thought experiment. Try to think about ALL of those possible mental activities right now. Didn’t get very far, did you? Most of us would not even know how to start. So, one of the easiest facts to notice about attention is that it is limited. Very limited.

One way to think about attention is as a filter.

There is some information that is important, so we focus on that. Other, unimportant information, then, is filtered out or ignored. But how and when do we filter it, and how do we make the decision that something is important or not? That process is called **selective attention**, and it was one of the earliest topics about attention that psychologists studied, and their research gave us some of the answers to those questions.

Imagine you are sitting in your dining room watching a TED Talk as background information for a paper in English class, and two people are having a conversation in the next room. You have to focus on your paper and ignore the other voices. We can achieve this filtering on the basis of physical characteristics, and those physical characteristics can make the process easier or more difficult. For example, consider the physical intensity or strength of the stimulus (see Module 12). Suppose the conversation in the other room is extra loud and the TED Talker very quiet? Obviously, that would make
it difficult to block out the voices on the TV. Or how about the similarity of the channels of information? If the TED Talker is a high-pitched woman's voice, and the other conversation between two men's voices, it is fairly easy to select on the basis of the difference in pitch.

Suppose you are basically successful. You are in one room concentrating on the TED Talk, and focusing so hard that you do not even really hear the other conversation. Or do you? If the conversation between two men suddenly FaceTimed in a woman, do you think you would notice? Most people would (Broadbent, 1958). So we are filtering based on physical characteristics, but not fully blocking out the ignored channel. We can detect changes in those physical characteristics. But there is something missing in our understanding so far. For example, if the people speaking in the other room changes from English to German, do you think you would notice that? Most people do not (Cherry, 1953).

If you maintain focus on the task at hand (the TED Talk), you can monitor for changes in physical characteristics, but you cannot hear what was being said. Or can you? What if they said your name? Do you think you would notice that? Most people do. And there is other personally meaningful information that people can often hear from the non-attended information.

How do we make sense out of these somewhat confusing findings? We notice the addition of a woman's voice, we do not notice a change from one language to another, but we do notice our own name. It is clear that we are not simply filtering out the unwanted information, but monitoring it in the background, ready to select for different kinds of characteristics. Perhaps the best explanation comes from the multimode model of selective attention (Johnston & Heinz, 1978). According to this model, we can change the type of information we monitor in the filtered-out information based on the demands of what we are trying to do. At nearly all times, we can monitor simple physical characteristics, such as pitch or loudness. Suppose you were aware that the other-room conversation might get interesting (for example, you are expecting it to turn to some juicy gossip). You can monitor for that information in the background so if the conversation gets interesting you might notice it. And there is some information that you are basically always on the lookout for, your name, for example.

Now that you realize that we can at least extract some information from non-attended channels, you might wonder if we can actively pay attention to it. In other words, can we pay attention to two separate channels at the same time? This is called divided attention, and we commonly refer to it as multitasking. And here the research results are a bit more straightforward. Are people good at multitasking?

No.

It is true that research has found that some people can learn to perform two tasks at the same time—in this case taking dictation while reading unrelated text (Spelke et al., 1976). In order to be successful, though, they were trained for 17 weeks, 5 days per week for an hour on the two specific tasks. That is a far cry from trying to read psychology while posting on Instagram without any specific training. It actually appears that in most cases, people are not truly multi-tasking, but task switching (moving back and forth rapidly between tasks). In both the simultaneous case and the task-switching case, however, it appears that performance suffers on both, at least for most people (Hirst, Spelke, & Neisser, 1978; Monsell, 2003). So, if you want to make good Instagram posts, you had better stop distracting yourself with psychology.

**divided attention**: the process of focusing on more than one stimulus or task at the same time, often called multitasking

**multimode model of selective attention**: a model of attention that suggests that our attentional filter is flexible; we can monitor the contents of filtered-out information depending on tasks demands

**selective attention**: the process of focusing on one stimulus or tasks and screening out others

**task switching**: moving back-and-forth rapidly between tasks
Module 14: Biopsychology: Bringing Human Nature into Focus

Scientific psychology is less than 150 years old. Although scientists had been interested in studying the brain before the discipline of psychology got started, it is safe to say that inquiries into the structure and function of the brain were in their infancy. After all, the human brain is widely considered the most complex biological organ in the universe. We are probably still in the infancy of learning about the brain.

The very early days of biopsychology yielded overly simplistic and sometimes completely wrong-headed ideas. On the other hand, a few ideas were so good that it is astounding that researchers were able to come up with them without the methods of inquiry that we have available today. It is a very small portion of the overall research, though, that we still remember and admire today.

It wasn't that the early researchers were poor scientists. You should not be surprised to find that early discoveries about the biological bases of psychology were not always correct. Until the advent of advanced brain imaging techniques, such as PET and fMRI (see Module 11), brain researchers had to make a lot of guesses. When you think about it, these early researchers were like the rest of us when we are having trouble seeing. Perhaps it is too dark to see, the objects we are trying to see are too far away, or we have poor eyesight. We may often be able to get along despite these limitations. For example, while driving at night, we may very well be able to figure out what a blurry sign says before we can actually see the words on it. Sometimes, though, we make mistakes. When we tire of making too many mistakes, we may try to augment our natural observation abilities; we can turn on a spotlight, buy a pair of binoculars, or get fitted for eyeglasses. The scientific version of a new pair of glasses is a more advanced technology for doing research. PET and fMRI have helped to bring otherwise blurry images of the brain into focus.

The need for “a new pair of glasses” in science is not always obvious, however, because our exposure to science in everyday life does not reveal the bumps, turns, and missteps that occur along the way. Nearly all research in a scientific field is destined to be forgotten because it is overly simplistic or just plain wrong. Before the science majors among you decide to change to business or art history because of this messy truth, however, you should realize that scientific progress depends on researchers making small improvements over previous research. Although individual studies may turn out to have been too simplistic in the way they explained some phenomenon, those earlier studies were essential. New, improved research would perhaps not be attempted if old research had not already been done. Thus, scientific progress is incremental. Another important fact about science that you should keep in mind is that progress is not continuous. Many people think of science as a steady series of groundbreaking discoveries, each of which greatly advances the field. Although the broad trend may look that way, when you look at the day-by-day history of science, you find that a small minority of discoveries turn out to be the blockbusters we hear about in the news. Quite often, new theories and ideas turn out to be flat-out wrong. When that happens, the best that can happen is that researchers go off on a tangent; at worst, the whole field is set back. As you come to understand the development of the biological perspective in psychology, you will see both the incremental progress and the wrong turns.

Of course, it's easy for us today to look at the research that turned out to be simplistic or misleading and criticize it as crackpot science. We are, however, falling victim to hindsight bias, which was introduced in Module 1. After the good ideas turn out to be good, and the bad ideas turn out to be bad, it seems obvious in hindsight that they would do so. But in reality, it is not so obvious. Some brain scientists who got things amazingly right ended up on the wrong track about something else. Consider Paul Broca, who discovered that the seat of spoken language production is in the left frontal lobe—a significant early discovery that has stood the test of time. But Broca was also a proponent of craniometry, using skull size and shape to categorize people's race, intelligence, morality, and other characteristics (Carroll, 2003). For example, Broca believed that women are less intelligent than men because their brains are smaller. Of course, we say, craniometry was a terrible idea that was motivated by people's personal prejudices. But what do you think about the idea that people's brain size adjusted for body size is related to intelligence? Is this an obviously good or bad idea? In reality,
this is a 150-year controversy within the scientific community. Some researchers have found a positive correlation between brain size (adjusted for body size) and intelligence (Posthuma et al., 2002; Rushton & Ankney, 1996). Others have found no correlation (Schoenemann et al., 2000). Recent meta-analyses have indicated that there is a small positive correlation between brain size (adjusted for body size) and intelligence, much smaller than some researchers had found, but not quite zero (Pietschnig et al., 2015; Woodley of Menie et al., 2016). Fifteen years from now, assuming these results hold, they will seem to have been obviously right, the other obviously wrong. That is how the hindsight bias works.

So, with the benefit of hindsight, what were some of those great ideas that revolutionized our thinking about biopsychology and some of those poor ideas that hijacked the field for a time? We will look in this Window at discoveries about the structure of the neuron and about localization of brain functions, thus hitting a couple of the major topics of the modules in this unit. You will see that developments in research technology were sometimes a key to making these discoveries, just as a new pair of glasses might help us improve our game or our grades in a rather dramatic way. Other discoveries were made despite the researchers' severely limited research techniques. We will also examine a couple of recent detours in brain research that are currently being reexamined. At the end of the Module we will address the issue of the extent to which “nature” and “nurture” affect the neural system and the role of evolutionary psychology, a new theoretical tool, in this debate. There is a current controversy in the field regarding whether evolutionary psychology is a new pair of glasses or the wrong prescription altogether.

### craniometry: a discredited belief that a person's skull size and shape reflected their race, intelligence, morality, and other characteristics

---

**Discovering the Structure of Neurons**

As Module 9 related, the early biopsychology researchers had only very crude methods available to them. For example, they could examine individual cases of people who had suffered brain damage, they could open the skulls of dead people, or they could experiment on the nervous systems of non-human animals. Microscopes were nowhere near as powerful as those available today, and methods of examining a functioning brain, such as PET and fMRI, were not even the stuff of science fiction. Researchers relied on their ability to make ingenious inferences from observations using their limited methods.

For example, in 1850, Hermann von Helmholtz reported his discovery of the speed of neural transmission, a problem that had previously seemed unsolvable (R.I. Watson, 1979). Helmholtz made his discovery by applying an electric current to a neuron in a preserved frog's leg. The electric current generated a neural impulse, which made its way through the neuron. Then, the signal was sent to the leg's calf muscle, causing it to contract. When the calf muscle moved, it lifted a small weight and broke the contact in the electricity generator, thus stopping the current. The duration from onset to cessation of the current was how long it took the neural impulse to travel.

Advances in research techniques helped refine researchers’ focus and led to important new discoveries. In the late 1800s Camillo Golgi developed a method of staining neurons so that they could be seen under a microscope. Ramon y Cajal was able to use this method to show that neurons remained separate from each other.

In 1906 Charles Sherrington built on Cajal's and Helmholtz's findings by describing how neural communication through the synapse differs from the type of signaling that occurs inside the neuron. Sherrington, too, made his discovery by the ingenious inference method. He compared the speed of neural transmission within a single neuron to the speed of transmission over an equal distance when multiple neurons were involved. Because multiple-neuron transmission was slower, Sherrington inferred that a different kind of transmission takes place between neurons; Sherrington postulated a space between neurons and called the area a synapse. We now know that the synapse is where the chemical signaling
Localizing Brain Functions

In a classic Bugs Bunny episode, Bugs dresses up as a “mind reader” and offers to read the bumps on his co-star's head. When his victim, a gambler in search of a lucky rabbit's foot, protests that he doesn't have any bumps, Bugs obliges, giving him some by tapping on his head with a hammer. Many people probably laughed at the joke without realizing that it was a reference to phrenology, the analysis of people's traits and abilities by examining the bumps on the skull. Literally a subject of ridicule, phrenology actually got something right. Franz Gall, the developer of phrenology in the early 1800's, guessed correctly that different brain areas were responsible for different functions. Unfortunately for him and his place in history, Gall also guessed, this time incorrectly, that those different functions were reflected in different sizes of brain areas, which then caused the skull to bulge from the pressure of larger sections. Phrenology captured the imagination of many people throughout the 19th century (it also led directly to craniometry); it even has proponents today, despite the complete lack of scientific evidence supporting it (Carroll, 2003). Although phrenology was a major detour from scientific progress, it did prompt a long and continuing line of research to find out which areas of the brain govern which functions. Once again, the evolution of research technology, especially recently, has helped researchers refine their focus.

**Broca's area.** Paul Broca, despite his belief in craniometry, is credited with the first solid discovery of the function of a specific brain area. Broca made his discovery, in the mid-1800s, by examining case studies of patients who had lost the ability to speak. (See Broca, 1861 for a description of his most famous patient.) After the patient died, Broca found damage in the middle section of the left frontal lobe.

---

**phrenology:** the discredited belief that people's traits and abilities could be determined by examining bumps on their skulls.

**Broca's area:** an area in the left frontal lobe that plays a very important role in producing speech.

**Cortex.** In the 1950s, neurosurgeon Wilder Penfield electrically stimulated patients' brains during surgery for epilepsy. Because he made a serious attempt to discover the functions of brain areas prior to cutting into them, he is responsible for some very important advances in our knowledge of the brain. Specifically, Penfield is still admired today as the neuroscientist who mapped the primary motor cortex and sensory cortex. He showed that different sections of the cortex control different parts of the body.

Penfield also stimulated other parts of his patients' brains and was able to get the patients to report images, which he interpreted to be memories. Even today, some people believe Penfield's original conclusion that memories are recorded permanently in specific neurons in the cortex (Penfield, 1955; Penfield & Perot, 1963). Daniel Schacter (1996), on the other hand, has pointed out that Penfield was able to get these “memories” from only a very small number of his patients, and the reports are suspect. For example, some patients reported events that clearly had not happened. Schacter suggests that these reactions to brain stimulation are more reasonably interpreted as hallucinations than memories.

Today, we do believe that specific brain areas are involved in memory, but they are thought to be involved as processing sites, not storage sites. Module 9 explains that a key processing site for working memory is in the prefrontal cortex, and a key processing site for storing memories is in the hippocampus. New tools for studying brain activity have
allowed this refinement of Penfield's ideas. Penfield's experiments had interesting results, though, if you think about it: using a single procedure, he was able to make one of the most important discoveries as well as one of the most famous errors in mapping brain functions.

**Hippocampus.** The discovery of the hippocampus's role in memory is a good example of the way scientific progress occurs as we refine our focus and discover complexities about brain areas. Probably the first breakthrough in our knowledge came from the most famous case study of memory research, that of a patient known by the initials H.M., a man whose temporal lobes were damaged by surgery that attempted to cure his epilepsy. Several specific brain parts were removed, including both hippocampi. H.M.'s seizures were reduced (but not eliminated), but he suffered several minor deficits as a result of the surgery—and one major one. He lost his memory. Not his total memory, however. He was able to remember events from long before the surgery but lost his memory of most of the 11 years immediately preceding it. In addition, he lost the ability to transfer new information into long-term memory.

On the basis of H.M.'s case, researchers began to believe that the hippocampus helps us to store new memories into long-term memory and to make those memories permanent. Other research (some on H.M.) helped to sort out what kinds of memories are involved. For example, many case studies of brain-damaged patients and research with normal people and non-human animals have suggested that the hippocampus helps storage of explicit memory (for facts and episodes) but not implicit memory (for skills) (Schacter and Tulving, 1994; Squire and Knowlton, 2000); see the Unit 2 Window for more on this research. Recent research has even recorded changes in individual neurons of the hippocampus of monkeys as they learn new explicit memory associations (Wirth et al., 2003).

Other researchers have discovered that the hippocampus appears especially important for spatial memories. For example, the taxi driver study mentioned in Module 9 (Maguire et al., 2000) used MRI brain scans to show that the taxi drivers had especially large hippocampi. The more we discover about the hippocampus, the more we realize that it is an extremely complex brain area, involved in many different, but certainly not all, kinds of memories.

**Corpus callosum.** Our left and right hemispheres are not mirror images of each other, as section 9.2 explains. Each is somewhat specialized, better equipped to handle certain functions. For example, in most people, the left hemisphere is more adept at speech production and word comprehension. The left hemisphere also does a better job of seeing details in visual scenes, and it is better at arithmetic. The right seems to beat the left in understanding the emotional content of language, seeing overall patterns in visual scenes, and processing spatial information, as in geometry. The two brain hemispheres are ordinarily joined by the massive corpus callosum. Some of our important discoveries about the differences between the left and right hemispheres come from case studies involving people whose corpus callosum has been severed. In some cases of severe epilepsy, in which seizures travel from one side of the brain to the other, the only successful treatment has been this dramatic surgery, which leaves the patients with a "split-brain." These patients appear completely normal, but their two half-brains function independently.

Through research with these split-brain patients, Roger Sperry and his colleagues were able to demonstrate that the left hemisphere has much better ability to handle language than the right (Gazzaniga, 1967). They made this discovery by flashing words or pictures to the left visual field or the right visual field. Input to the left visual field goes to the brain's right hemisphere, and vice versa. Split-brain patients could say a word that was flashed to the right visual field but could not say a word flashed to the left visual field (because the left hemisphere could "talk" while the right could not). They could, however, indicate with their left hand—which is controlled by the right hemisphere—that they recognized the word, perhaps by picking up an object that the word named (Nebes, 1974). In people with intact corpus callossums, information that is initiated on one side of the brain is nearly instantly transmitted to the other side, so you would certainly not be able to observe these different functions of the left and right hemispheres in casual observations.

**Frontal lobe.** As indicated by the case of H.M., mistakes about the functions of brain areas have sometimes had disastrous consequences. Sometimes, these mistakes resulted from researchers' failure to make serious efforts to determine the effects of their surgery or other treatments before understanding the functions of brain areas. For example, throughout the 1940s and 1950s, 40,000 patients suffering from psychological disorders were given prefrontal lobotomies, a surgery in which the frontal lobes are separated from the rest of the brain. As amazing as it sounds, the lobotomy was tried on humans because it had been successful at calming a single chimpanzee on which the procedure was performed (Pinel, 2003). Supporters of lobotomies believed that the procedure calmed patients without serious side
effects. Although lobotomies did tend to calm the patients, it also left them with very serious side effects, including loss of morality, emotional unresponsiveness, and an inability to plan. Today, we think of the prefrontal cortex as the major brain area for integrating input from many other parts of the brain so that we can perform our most complex mental activities, such as planning and reasoning.

The case of H.M. and the large-scale tragedy of prefrontal lobotomies remind us that discoveries about the localization of brain functions have not been academic exercises. Some real people who suffered very serious consequences have contributed to what we know today.

**prefrontal lobotomy**: a surgery in which the frontal lobes are separated from the rest of the brain; the surgery was performed during the 1940s and 1950s in the US to try to calm psychiatric patients.

---

**Getting Back on Track with a New Focus**

Throughout this Module, we have highlighted some important discoveries and some bad mistakes along the path to learning about biopsychology. It is important that you realize that missing a turn and going down the wrong track is not simply something of historical interest. Our knowledge of the brain is currently undergoing a radical change because researchers now realize that they have gotten some facts completely wrong for many years. They have been able to see those mistakes mainly because advanced techniques, such as PET and fMRI technology, give them unprecedented means of examining the living brain while it is working. Thus, we are in the process of getting back on track from a number of detours and setbacks.

Two important recent discoveries of wrong turns are described here. But how do we know whether these current hot topics in brain research represent true progress or just new detours? The answer is, we don't. Only in hindsight can we judge with confidence whether a development was a progression, digression, or regression. In the meanwhile, we must critically evaluate both sides of every scientific debate.

**Mistake #1: The brain makes no new neurons after early childhood.**

Most of you have undoubtedly been told that neurons, once killed, can never come back. Perhaps you first heard this “fact” as a teenager, in the assertion that drinking alcohol kills brain cells. It is true that dead brain cells do not come back to life. Researchers also believed, however, that the brain does not generate any new brain cells after early childhood, so the dead brain cells could not ever be replaced. Brain researchers’ disbelief in the possibility of **neurogenesis**, as it is called, has severely hampered scientific progress over the past 40 years (Gage & Van Praag, 2002).

Isolated researchers through the years did find evidence of new neuron formation in birds and in mice and rats, but it was not until 1998 that a persuasive demonstration of neurogenesis in humans was provided. Eriksson and colleagues (1998) found that some cancer patients generated new neurons in the hippocampus. The fact that the process occurs in the hippocampus suggests that neurogenesis is important for memory (Alam et al., 2008; Gage & Van Praag, 2002).

Our developing knowledge about neurogenesis has been spurred by cutting-edge research technologies. Early on, researchers relied on the electron microscope; more recently, they have used the techniques of growing neurons in a culture and tracing specific genetic markers associated with new neuron formation. Brain-imaging techniques cannot observe neurogenesis, but they can reveal areas with more or fewer neurons than expected, often assumed a result of the rate of neurogenesis (Shelene, 2003).

Currently, brain researchers believe that neurogenesis in the adult human brain is a daily phenomenon. The basic
process is that the brain produces neurons called **stem cells**. These are “general purpose” neurons that can develop into any specific type of neuron. The stem cells can move to different parts of the brain while they become specialized into particular types of neurons. Researchers are currently trying to figure out just what neurogenesis accomplishes for our brains.

**neurogenesis**: the creation of new neurons in the nervous system  
**stem cells**: general purpose, immature neurons that have the capacity to develop into any specific type of neuron

*Mistake #2. Glia are really only glue.*

For many years, researchers believed that glia play a relatively minor supporting role in the brain, despite their outnumbering neurons approximately ten to one. They likened glia to Elmer’s Glue, believing that they did little more than hold the brain together (the word glia means glue). For many years, researchers have realized that glia contain glycogen, which is how sugar is stored in the body for energy release. Thus, **glia** are the storage houses for the brain’s fuel. Also, as Module 11 relates, the substance myelin, which surrounds many axons, comes from glia.

The traditional belief was that these support functions were the only functions of glia. Researchers have discovered, however, that glia also participate in the neural transmission process (Magistretti & Ransom, 2002; Volterra et al., 2002). Again, advanced techniques gave researchers the tools to allow them to change their focus and make these new discoveries. For example, Yuan and Ganetsky (1999) demonstrated that glia communicate with neurons by tracing a specific kind of protein produced by glia that found its way to axons.

One important research methodology is ablation, in which researchers remove the cells of interest using a variety of techniques from an adult brain of an animal and observe the consequent changes in behavior. For example, using this method, researchers have discovered that some glia cells function as an extension of the immune system in the brain (Jakel & Dimou, 2016).

Other researchers have demonstrated that glia form synapses with neurons in the brain. These synapses were first discovered in the hippocampus, but have since been discovered in many other areas as well (Sun & Dietrich, 2013). Neuroscientists still do not know what the purposes of these synapses are, perhaps because they have an odd property. Neurons have synapses in which their signal is sent to the glia, but the glia do not have their own synapses for sending the signal on beyond that.

There are many additional functions of glia, some quite well understood, others are still a mystery (Jakel & Dimou, 2016). That is quite an interesting story for a substance that we used to think was the brain’s Elmer’s Glue.

**glia**: cells that are located throughout the brain; they store glycogen, the fuel that the brain uses. They also participate in neural communication, form myelin, and help make and function as part of the immune system in the brain

---

Examining the Nature-Nurture Through Evolutionary Psychology: Is It a Leap Forward
or a Wrong Turn?

Aggressiveness, anxiety, intelligence, happiness, depression, shyness, loneliness, obesity, and many other traits tend to run in families. Many people observe these correspondences and assert that they prove that the traits or behaviors in question are a consequence of heredity, or nature. Others are equally convinced that these observations validate their belief that the traits or behaviors are a consequence of environment, or nurture. They are both wrong. Or rather they are both right. When you observe the similarities among members of the same family, you are very likely witnessing the influences of both nature and nurture.

The nature-nurture controversy has a long history. As Module 4 describes, the debate about the influence of nature versus nurture began in philosophy, as typified by the writings of Rene Descartes on the side of nature and John Locke for nurture. As psychology became scientific, questions about the roles of nature and nurture began to be examined empirically. As is often the case when there is a controversy between two somewhat extreme positions, the truth is somewhere in the middle. As mentioned in Module 10, behavior geneticists have discovered heritabilities for many psychological characteristics to be around 0.5; that is, about half of the variation across a group is explained by genetic differences. In essence, all human behavior and mental processes are likely a complex interaction between heredity and the environment, nature and nurture. Hence, it no longer makes sense to talk of nature versus nurture. The question is how do nature and nurture interact?

Evolutionary psychology is one of the newer influences on the nature and nurture debate. Its rise has given some biopsychologists a new theoretical tool for examining why human behavior and mental processes are what they are. To use the “focusing” analogy, they believe that evolutionary psychology is like the Hubble space telescope, a remarkably powerful tool that can provide us with both a grand picture of the universe and very fine details.

Evolutionary psychologists essentially offer two answers to the question of how nature and nurture interact. First, they interact through the process of natural selection. The environment provided the adaptive problems that shaped our human ancestors. Those who survived the challenges of the environment were able to pass their genes on to their offspring; in a sense, nurture shaped nature. This is the grand picture. Second, nature and nurture interact on a smaller scale in all of us, providing us with the fine details. Our human nature, brought to us through many generations of natural selection, leaves us with many predispositions but no guarantees. For example, as Steven Pinker (1994) points out, human language ability is an instinct; it is part of our nature. Every human is born with a predisposition to learn language. The specific language you learn, however, is the one to which you are exposed, and this is the influence of nurture.

As we mentioned in Module 10, the evolutionary view of psychology is still controversial. Some psychologists and biologists believe that evolutionary psychology is obscuring the facts, not helping us focus. Supporters of evolutionary psychology contend that we are on the verge of a great unification of knowledge, what Edward O. Wilson (1999) has called consilience; they believe that evolutionary psychology offers an overarching explanation for human behavior and mental processes. They believe that evolutionary psychology offers us a bridge between biology and psychology. Critics have two main arguments against evolutionary psychology. Some claim that evolutionary psychology distorts our understanding of human behavior and mental processes by trying to explain them all as evolutionary adaptations; thus it seeks to make psychology unnecessary. Others, that evolutionary psychology is unscientific and thus built on a shaky foundation.

Steven Pinker (2002), a well-known proponent of evolutionary psychology, has tried to address the first criticism. He contends that critics have incorrectly labeled evolutionary psychology “deterministic” and “reductionistic.” As we have already seen, genes do not determine behavior; they predispose it: evolution applied to psychology does not change that point. No one seriously denies that we can deviate from at least some of our genetic blueprints in response to our environment. Pinker also notes that evolutionary psychology does not seek to explain psychology out of existence (the “reductionism” charge). Rather, it seeks to fit psychology firmly within the hierarchy of sciences of living organisms. In other words, evolutionary psychology seeks to provide explanations for psychological phenomena that are consistent
with everything we know from evolutionary biology. In this way, evolutionary psychology seeks only to become a new perspective, a new way of looking at human psychology (see Module 3).

David Buss (2007), has defended evolutionary psychology from the charge of being unscientific, however, by pointing out that it is unlikely that anyone will overturn Darwin's theory of evolution by natural and sexual selection. Further, one cannot plausibly deny that human beings are biological entities like any other and thus subject to Darwin's theory. There is no reason to expect that behavioral tendencies would be exempt from selection. Thus, it seems very likely that some kind evolutionary psychology should apply to humans. Buss argues that we should be debating specific evolutionary hypotheses. But we are, in fact, still debating whether evolutionary psychology should even exist (Smith, 2019, see Module 10 for details).

As you may have guessed, the jury is still out on the question of whether evolutionary psychology offers the potential for a valid new set of explanations. We will, at times do as David Buss recommends and evaluate its specific claims rather than its basic existence. Evolutionary psychology may simply be a new tool, a new pair of glasses with which we might be able to bring human nature into better focus. Like advanced brain-imaging techniques, evolutionary psychology provides us with a different view. The brain imaging techniques have done wonders for helping us see how the brain is organized; evolutionary psychology may offer us the opportunity to discover why it is organized that way. Seen through the lens of evolutionary psychology, our behavior and mental processes become consistent with the most important idea in all of biology, namely natural selection. We may someday decide it is the wrong lens, but for now, at least, it is offering us a fascinating and useful view of the nature and nurture of psychology.

**Sometimes You Can Keep Your Old Glasses Too**

Note what we said about the emergence of interdisciplinary approaches above. Just because a new perspective or a new tool has been introduced, it does not necessarily mean that the old methods of discovery get abandoned. First, the new approaches do not typically take over a field immediately. There are a great many researchers in the field at any given time who are attached to the techniques and perspectives with which they are comfortable. Many are senior researchers in psychology that feel too invested in their approach to learn a new way of doing things. So the new and the old approaches coexist for a while, as researchers slowly migrate over, or researchers who use the old approaches retire and are replaced by users of the new tools.

Something very different can happen too. Many people in their 50's need reading glasses because their close-up vision starts to deteriorate. But what if they already had glasses for far-away vision? They certainly do not throw those away when they start using the reading glasses. Both the old and the new glasses stick around because each offers its own unique and useful contribution to the user's vision. EEG and fMRI offer a great example of this “getting new glasses, but keeping the old ones, too” scenario. As you have seen a couple of times already, EEG was developed around 1930. For several decades, it was the only way to "see" regular brain activity. The view was in many ways blurry, though. Measuring electrical activity inside the brain through a small number of sensors (sometimes, 19 or even fewer) placed on the scalp is not a great way to see where brain activity is taking place. This is where fMRI is quite good, however. fMRI has a spatial resolution of about 1 millimeter. In other words, a readout of an fMRI image will be able to show the location of brain activity within about 1 millimeter. The temporal resolution of fMRI is not particularly good, though. So fMRI is very good at showing where brain activity is occurring, but not very good at showing when it is occurring. And this is where EEG shines. The technique that EEG researchers use is called event-related potential (ERP). In ERP research, a participant is presented with some stimulus (the event), and a positive or negative electrical charge (the potential) is observed a short time later. And the temporal resolution is excellent, as little as 1 millisecond in optimal conditions (Luck, 2014). So if we want to know both where and when brain activity occurs, we will need the results of both fMRI (the new glasses) and EEG/ERP (the old glasses).
event-related potential (ERP): the brain scanning technique used with EEG, in which a stimulus is presented and a corresponding electrical charge is detected a short time later

spatial resolution: the accuracy level of location information from a brain scanning technique

temporal resolution: the accuracy level of timing information from a brain scanning technique
Understanding and valuing what all human beings have in common is important to successfully interacting with people. And without a doubt, understanding and valuing diversity, or what makes individuals different, is also a key, especially in the 21st century. A solid knowledge of psychology goes a long way toward helping you achieve these goals.

We are especially advised to attend to and respect diversity in gender, ethnicity, nationality, religion, and sexual orientation. We absolutely agree that these are extremely important areas of difference. When you think about it, though, diversity in age may be the most pronounced form that you will encounter. Terms like the “generation gap” hint at the scope of the differences between younger people and older people. A great deal of mental effort during childhood and adolescence is spent trying to understand our parents. Then, as adults, we marvel at the inexplicable workings of the minds of children and teenagers.

There is little doubt that our exposure to people who differ from us in age is increasing just as it is for other forms of diversity. For example, if you had been a college student in the early 1980’s, you would be hard pressed to meet a single student over age 25. Today, more than 30% of students at community colleges are over 30.

The significant differences among people at different ages can lead to a serious lack of understanding of other people. For example, parents and teachers are less effective, adolescents are more troubled, and siblings are less tolerant when they are unaware of the ways that different-aged people think and relate to others.

We are not saying that age diversity is the most important kind; that is essentially a value judgment that you should make for yourself. We will say, however, that it may be the most overlooked kind. One reason for this is that we sometimes forget that we are changing over time, too. We have a strong sense of a constant self; for example, every fall, faculty at colleges and universities across the US note how young the students are getting, as if they are staying the same age and the students are getting younger (recall what we said a couple of paragraphs ago; in reality, the students are getting older). For many people, this feeling that “I am the same person I always was,” translates into a lack of understanding of different aged people. A father may complain that he does not understand his teenage children, but it is not simply because they are teenagers; he may think, “I was never like that at that age.”

This unit is about Developmental Psychology, the subfield that examines the changes and the constants throughout our lifespans. You will be able to use your knowledge of Developmental Psychology to understand changes you have undergone, to know what to expect 10, 20, 30, even 50 years from now, and to improve your understanding of and interactions with people who are not the same age as you.

Of course, there are a great many ways that we develop throughout life. In order to examine development, we will focus on thinking, and on social abilities and relationships. This division into cognitive development and social development is consistent with the way the subfield has been organized by developmental psychologists. The cognitive developments include such phenomena as gaining an understanding of the physical world in infancy, learning how to reason and solve problems, and balancing declining abilities with increasing abilities in old age. Social development includes such phenomena as forming emotional bonds between children and parents; making friends in childhood, adolescence and adulthood; and how children are affected by parenting practices. Developmental Psychology actually includes a third topic area in addition to cognitive and social development, namely physical development. Although the three topic areas are somewhat separate, as you will see, they interact profoundly.

There are three Modules in this unit:

- Module 15, Physical Development Throughout the Lifespan, describes the changes that occur in our bodies and brains from conception through late adulthood. You will learn some new information about the nervous system and will be introduced to details about the body system that produces hormones, the endocrine system.
• Module 16, Cognitive Development, covers the remarkable and surprising journey of development in our language, thinking, memory, and reasoning abilities. You will discover that infants are quite a bit more capable than you might guess and the future is not as bleak as you might think for older people.

• Module 17, Social Development, takes off from the prerequisite cognitive developments and shows you how they allow the infant and young child to get along in the social world. You will learn about the infant’s first emotional bonds, the role of parents in their children’s social development, and the effects of these early developments throughout our lives.

• Module 18, Developmental Psychology: The Divide and Conquer Strategy, describes the decisions that scientific psychologists must make when they choose a subfield in which to specialize for their careers. As you will see, developmental psychology, as the most complex subfield, requires budding scientists to pay more attention to its organization and to make more decisions than other subfields do.
15. Module 15: Physical Development

Although the bulk of Unit 4 is primarily about cognitive and social development, people certainly develop in another obvious way, that is, physically. It is worth focusing exclusively on physical development at first, as it is one of the most obvious ways that people differ from each other. Although physical development is separated from cognitive and social development in this unit, you should realize that it does interact with them. First, many cognitive and social developments depend on prerequisite physical developments. Second, the different types of developments can influence each other. For example, in Module 17, you will learn about attachment, an infant’s emotional bond with a specific person, such as a parent. This is most clearly a social development. As the infant develops physically, they become able to move from location to location and can explore her environment. They can use the parent to whom they are attached as a secure base from which they feel confident to stray, so they can make discoveries that will enhance their further cognitive and social development.

This Module has three sections; it is organized principally by age. Section 15.1 describes the extraordinary changes that take place before birth and during childhood. At the moment of conception, the baby-to-be consists of exactly two cells; they divide and subdivide and differentiate rapidly so that nine months later an infant prepared to survive and learn in the world is born. Although the rate of change slows down dramatically after birth, physical developments in childhood are also remarkable, interesting, and important. Section 15.2 covers adolescent and adult development. In a striking reversal of the trend of decreasing rates of growth and change, the adolescent develops rapidly on the path to reaching sexual maturity. Adulthood is traditionally conceived as a period of decline. As you will see, the news is not nearly so pessimistic. Section 15.3 is the exception to the chronological organization of the first two sections in the module. The last section describes the changes that the brain undergoes from the prenatal period, all the way through to late adulthood.

15.1 Prenatal and child physical development
15.2 Adolescent and adult physical development
15.3 Brain development throughout the lifespan

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 15, you should be able to remember and describe:

- Physical development in the embryo and fetus: zygote, neural tube, testes, ovaries, androgens, amniotic sac, placenta, teratogens, fetal alcohol syndrome, fetal alcohol effect (15.1)
- Physical development in infancy and childhood (15.1)
- Physical developments in adolescence and adulthood: adolescent growth spurt, puberty, primary sex characteristics, secondary sex characteristics (15.2)
- Hormones and the endocrine system: hypothalamus and pituitary gland, gonads, androgens, testosterone, estrogens, progesterone, growth hormone
- Increasing rates of obesity in adulthood: basal metabolic rate, muscle mass (15.2)
- Brain development before birth: neural plate and neural tube, neural stem cells, migration (15.3)
- Brain development in infancy and childhood: myelinization, synaptogenesis (15.3)
Apply

By reading and thinking about how the concepts in Module 15 apply to real life, you should be able to:

- Recognize the characteristic physical features of different aged infants, children and adolescents (15.1 and 15.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 15, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Combine your knowledge of neurons and the brain from Unit 3 with the developments in Module 15 to predict some behavioral developments (Module 11 and 15; best done before reading the remainder of Unit 4)
- Speculate whether the physical characteristics of people you know, especially older adults, are more likely to be a result of physical development or lifestyle changes (15.1 and 15.2)

15.1 Prenatal and Child Physical Development

Activate

- Have you ever noticed how pregnant women often avoid some common objects and substances? Perhaps if you have been pregnant you have even done so yourself. Make a list of some of the “to be avoided” entities. Do you know what the specific risks associated with the listed entities are?
- Did your parents ever tell you how old you were when you began to walk? If you are a parent, at what age did your children first walk? If you have more than one child, did they walk at the same age? Why do you think some children begin walking at different ages?

From two single cells—one among the largest in the human body, the other, the smallest—to a fully formed newborn infant in 266 days: It is a development in amount and form that will never be approached again in an individual human being.

Physical Development in the Embryo and Fetus

As you may recall from a biology class, when an egg is fertilized by a sperm cell, the resulting cell is called a zygote.
The zygote, which contains the combined genetic information from the mother and father, quickly develops through the process of cell division. By about one week after fertilization, the cluster of about 100 cells attaches to the mother’s uterus, from which it begins to receive blood and nutrients; now it is called an **embryo**. At this stage, the embryo looks like a tiny, mostly-hollow ball of cells called a **blastocyst**.

During the following weeks, the cells of the embryo change their shapes and begin to relocate, as the embryo organizes itself. The different areas of cells develop into different body parts and organs. For example, one set of cells develops into the **neural tube**, which will eventually become the central nervous system (spinal cord and brain). By around five weeks, all of the organs have started developing, and although the embryo is only one-half inch long, the eyes, heart, and the beginnings of the arms and legs are visible. How does the embryo “know” how to organize itself? The embryo’s genes direct the specialization, along with hormones that are produced by the embryo itself. Because the embryo is especially sensitive during this time to hormones, which are chemicals, the period during which the major organs are first forming is also a time of great sensitivity to other chemicals, such as toxins.

After 8 weeks, the embryo becomes a **fetus**; at this point many of the major organs and parts can be recognized easily. The fetus grows rapidly over the next several months, from about 2 inches (about 5 centimeters) at 12 weeks to about 12 inches (30 centimeters) at 24 weeks and about 20 inches (50 centimeters) at birth.

The sex organs are among the last parts to be come differentiated in the developing fetus. Prior to the seventh week, male and female embryos have indistinguishable primitive sex organs; they resemble female organs, by the way. If the 7-week old embryo has a Y chromosome (i.e., if it is male), the male gonads, called **testes**, begin to develop. If there is no Y chromosome, the female gonads, **ovaries**, develop. In a sexually mature person, the testes produce sperm, and the ovaries produce eggs. At this point, sex hormones begin to play a role. The newly-formed testes (in males) begin to produce **androgens**, a group of hormones that play a role in male traits and reproductive activity. These hormones cause the primitive sex organs to develop into male organs. In the absence of androgens, the organs develop into female organs.

The developing fetus is housed in a very controlled environment, a fluid-filled sac called the **amniotic sac**; it protects
the fetus by acting as a shock absorber and temperature regulator. Outside substances can only get in through the **placenta**, the structure found at the attachment point between the fetus and the mother's uterus. The placenta allows the exchange of nutrients and waste products. To prevent harmful substances from reaching the fetus, the placenta also acts as a kind of filter. It is a remarkable system, but alas, it is not perfect.

Occasionally, harmful substances from the environment outside of the fetus can reach it; they are called **teratogens**. Have you ever noticed the cautions posted in x-ray areas? Women are warned to tell the x-ray technician if they might be pregnant. This is because x-rays are a teratogen; they can cause the fetus's developing organs to become deformed. Other teratogens include cigarette smoke, some prescription drugs, other drugs, such as caffeine and marijuana, lead, and paint fumes.

Alcohol is a very well-known teratogen. If the mother drinks heavily (five to six drinks or more per day) during pregnancy, the child is at a greater risk of developing **fetal alcohol syndrome**. Children who suffer from fetal alcohol syndrome grow slowly and have distinctive facial features, such as wide-set eyes, thin upper lip, and flattened bridge of the nose. Many fetal alcohol syndrome children catch up and lose the distinctive facial features as they develop (Steinhausen et al., 1994). They are not so fortunate with the other symptoms, however. Fetal alcohol syndrome is also characterized by brain damage and many cognitive and behavioral deficits. The damage can be severe enough to be observed using standard brain imaging techniques but is often simply inferred from behavioral and cognitive testing. The deficits include lower intelligence and academic achievement, increases in learning disabilities, poorer language skills, and increases in distractibility and hyperactivity. These effects of alcohol on a developing fetus are not all-or-none (Astley & Clarren, 2000). Rather, they are graded, and even moderate drinking during pregnancy is associated with less severe versions of many of the same effects (these less severe versions are sometimes called **fetal alcohol effect**). Clearly, the best advice a pregnant woman can follow—and the advice given by the US Surgeon General—is to completely abstain from drinking alcohol. Women who drank alcohol before discovering that they were pregnant should stop immediately because further consumption would increase the risk of alcohol-related effects.

It is scary; sometimes it seems like the only way to keep a developing fetus safe is to live in a sterilized room and never go out, eat organic rice cakes only, and drink nothing except distilled water. If you have ever heard or wondered about a pregnant woman's avoidance of wet paint, cigarette smoke (including second-hand smoke), caffeine, and even cat litter boxes, it is because of the possibility that substances contained in these common environmental elements can reach the fetus and disrupt its development. With a little bit of attention, guidance (from healthcare professionals and pregnancy books), and planning, however, the risk of damaging a fetus is actually very low. Still, many mothers-to-be choose to err on the side of caution and avoid substances that may pose little overall risk. This is probably a good idea because the consequences of a teratogen will last a lifetime.

---

**amniotic sac**: the fluid-filled sac that houses the developing fetus; it acts as a shock absorber and temperature regulator

**placenta**: the structure at the attachment point between the fetus and the mother's uterus; it allows the exchange of nutrients and waste products and acts as a filter to keep out harmful substances

**teratogen**: a substance that can harm a developing fetus

**fetal alcohol syndrome**: a condition in children that results from high levels of alcohol exposure during the mother's pregnancy

**fetal alcohol effect**: a condition in children that results from moderate levels of alcohol exposure during the mother's pregnancy

---

During the remainder of the fetal stage, the fetus grows rapidly, and the organs develop so that the baby will be able
to survive on its own when it is born. Obviously, the longer the fetus is able to develop in the uterus, the greater the chances of survival are. For example, a study in Sweden found that babies who are born at 22-26 weeks have about a 70% chance of surviving; those born at 22 weeks have only a 10% chance, while those born at 26 weeks have an 85% chance (The Express Group, 2009). In the US, infants overall have over a 99.3% chance of surviving to age 1.

This 99.3% survival rate corresponds to an infant mortality rate of 5.8. This means that for every 1,000 live births in the US, 5.8 infants will die before they reach one year old. The United States' rate is higher than you might guess. Monaco (1.60), Japan (2.0), and Iceland (2.10) have the lowest infant mortality rates in the world. The US rate is only the 55th best in the world, worse than such countries as Canada, Czechia, Ireland, Belgium, Hong Kong, France, Germany, Slovenia, and the Netherlands. A staggering 18 countries have infant mortality rates above 60. Afghanistan's rate is 110 per 1000 live births. Let us repeat that. In Afghanistan, for every 1,000 live births, 110 children will not survive to see their first birthday. (The infant mortality rates can be found in the CIA World Factbook, 2017). Countries that have extremely high infant mortality rates are, without exception, very poor. The children die from the disease (including AIDS), parasites, malnourishment, and poor sanitary conditions (Population Reference Bureau, 2004).

Within the US there are substantial differences in infant mortality for different ethnic groups. According to the Centers for Disease Control and Prevention (2016), in the year 2016, the Asian mortality rate had a rate of 3.6, White and Hispanic infant mortality rates were around 5.0, Native Hawaiian or other Pacific Islanders had a rate of 7.4, American Indian/Alaska Native had a rate of 9.4, and African Americans had a rate of 11.4, an infant death rate similar to Tonga's (in 2017), the 99th ranked country in the world. The US Government's Centers for Disease Control and Prevention Office of Minority Health had set up a goal to eliminate the racial and ethnic differences in infant mortality by the year 2010, but they were obviously unsuccessful. They have focused on the likely causes, such as medical problems and illnesses, lack of prenatal care, poor nutrition, smoking and substance abuse, but it is clear that more effort is necessary (CDC Office of Minority Health, 2004).

Physical Development in Infancy and Childhood

Newborns enter the world with a set of programmed behaviors. Several of these reflexes are clearly designed to help the infant to survive. For example, if you stroke the cheek of a newborn, they will turn their head toward the stroke; this is called the rooting reflex and it helps the newborn find their mother's nipple. Newborns will also reflexively suck anything that touches their lips. Contrary to some people's beliefs, newborns can see, just not very well (in the words of Module 12, their visual acuity is poor). Their clearest vision is for objects that are about nine inches away, almost exactly the distance between a nursing infant and his mother's face. As you will see in Modules 16 and 17, newborns are actually quite a bit more capable than you might think, and they are prepared to make enormous strides in cognition and social relationships.
reflex: a programmed behavior that newborns can do when they are born rooting reflex: a reflex in which an infant will turn its head toward something that strokes his or her cheek

Children are usually referred to as infants until they are two years old, although some people refer to children between one and two as toddlers. Physical development, or at least growth in size, slows dramatically during the first year, a trend that continues until the adolescent growth spurt. Think about what would happen if growth did not slow down. The fetus grew from 2 to 20 inches during the last 26 weeks before birth. If the new baby grew 18 inches every 26 weeks, it would be about 4 feet, 8 inches tall at one year. Parents complain now about their children outgrowing clothes too quickly. In the US, one-year-old babies actually average about 29 inches in height and weigh about 22 pounds, and two-year-olds average 34 inches and 28 pounds (National Center for Health Statistics, 2000).

Young parents sometimes have mixed feelings about one of the most important physical developments, their first child’s developing locomotion skills. Many parents compare notes with peers, swelling with pride when their child can crawl or walk earlier than another child. On the other hand, her newfound ability to move herself to a different location shows them how unprepared they really are for the rigors of vigilant parenting. For the first six months, a parent can be pretty sure that their child will be where they left her if they needed to leave her alone for a minute or two. An infant that can move around, though, requires constant attention and an extremely “child-proofed” house (e.g., electrical cords and all small objects safely out of reach, outlets covered, stairs barricaded).

Most children learn to walk some time around 1 year of age. The stages of development on the path to walking differ
little across children, but the length of time the children stay on a particular stage does differ a lot. Sometime around four to five months old, infants learn to roll over. By seven months, most can sit up, and they begin crawling by around eight to nine months. Many infants can stand while holding on to something at the time they learn to crawl. From then, they typically learn to walk while holding on to objects, then to full, albeit extremely unsteady walking (usually sometime around 12 to 14 months). Infants “wobble” when they walk; the side-to-side movements of each step can be larger than the forward progress. Also, each step covers a different distance, making for a very unsteady and irregular gait (Clark et al., 1988). As the infants get older, these irregularities even out and gait becomes more steady.

What about the pride that some parents feel from their children's walking accomplishments? Do they really deserve any credit? Infants' walking skills develop through increases in strength and balance; these increases come about via a combination of growth of the body, maturation of neurons, and experience. Experience can have some impact on the age at which an infant begins to walk, but the other two components must be in place. No matter how much practice you give a 4-month old infant, it will not help her walk at that time. Once the infant's body is ready, however, early practice does seem to accelerate learning to walk. For example, one study found that daily “practice” over the first eight weeks after birth, in which parents guided the infants through a walking reflex, led the infants to walk two months earlier (9 months versus 11 months) than a “passively exercised” control group (Zelazo et al., 1972). Newborns have a walking reflex; if you hold them upright and allow their feet to contact a moving surface, they will move their legs as if walking. Infants whose parents worked them through this walking exercise for two and a half minutes per day for three weeks walked earlier than a group whose parents pumped their legs “bicycle-style” for the same amount of time. So, parents might have some impact on the age at which their children begin to walk.

You should realize, however, that it is not necessarily a good thing to have an infant who walks early. First, infants who begin walking at later ages will quickly catch up to earlier walkers, and later practice is the most important factor for improving walking skills (Adolph et al., 2003). Second, infants' skulls are not yet fully formed; infants who walk very early may be more prone to injuries from falls because their skulls may not be ready for it (Gott, 1972).

There are really no physical milestones in later childhood as momentous as learning to walk. Rather, the remainder of the period is marked by continuing slow growth and development of more complex skills. Gross motor skills, such as running, jumping, skipping, and balancing begin developing first and continue to develop throughout childhood. For example, children's ability to balance, the key skill underlying all standing skills, improves throughout the first decade (Roncesvalles et al., 2001). We tested a four-year-old, an eight-year-old, and an eleven-year-old on their ability to balance on one foot with their eyes closed. The four-year-old lasted three seconds. The eight and eleven-year-old were able to balance for a full two minutes, but the eight-year-old needed to hop around a lot in order to make it. Fine motor skills, the ones that use small muscles of the hands and fingers and require a fair amount of precision, begin developing later than gross motor skills. Perhaps the easiest way to see this is through children's drawing skills. Children progress from scribbling at age two, to drawing simple shapes at three, to drawing recognizable pictures by about four or five (Kellogg, 1967).

Growth slows to about two to three inches and five pounds per year. It is as if the little body is lying in wait for the bombshell of puberty, which marks the beginning of adolescence.

**Debrief**

- Based on stories you might have heard from your family, do you think that your early experiences influenced the rate of any childhood physical developments, such as walking?
- Which period of physical development do you find more interesting, the nine months before
15.2 Adolescent and Adult Physical Development

From the prenatal period through infancy and childhood, we see a pattern in physical development, namely a slower and slower rate of change. With the advent of adolescence, there is a stark reversal of that trend. Seemingly overnight, the physical growth rate increases dramatically, and the individual who was a little boy or girl yesterday rapidly comes to resemble a man or woman. When we reach the end of adolescence and enter adulthood, physical growth stops completely. Common wisdom holds that people quickly reach their peak in adulthood, make it “over the hill,” and begin the gradual, but accelerating and inevitable decline. As is often the case, however, common wisdom is not exactly right. Let us now turn to physical development in adolescence and adulthood and see what, in fact, does typically happen.

Physical Changes in Adolescence

We’ll begin with the two immense physical changes that occur during adolescent development: sexual maturity and rapid growth, commonly known as the adolescent growth spurt. Puberty is the term used to describe the period during which the body reaches sexual maturity; it roughly corresponds to adolescence, or around the teenage years. But let us ignore these obvious signs of physical development for a moment and focus on the brain and biochemistry. Hormones help to explain how both the growth spurt and puberty take place.

**puberty**: the period during which an individual develops from childhood to sexual maturity

In Module 11, we briefly described the hypothalamus and pituitary gland; you may recall that the hypothalamus directs the pituitary gland to release hormones. It is time to give you some details about the hormones released by
the endocrine system, to which the pituitary gland belongs. The endocrine system is composed of several glands throughout the body; the principal function of these glands is to release chemicals called hormones. These hormones travel through the bloodstream to reach target areas elsewhere in the body, typically other glands or nervous system parts.

The glands that are important for sexual development and the growth spurt are the pituitary gland and the gonads, or sex glands. The pituitary gland is often called the master gland because one of its key functions is to release hormones that direct the activity of other glands, such as the gonads. The gonads, testes in males and ovaries in females, serve the dual function of producing sex hormones, and producing the sperm cells and ova (eggs). The most important sex hormones are androgens (especially testosterone, one specific kind of androgen), estrogens, and progesterone. Both testes and ovaries produce all three of the sex hormone types, but the testes produce more androgens and the ovaries produce more estrogens and progesterone. Consequently, androgens are often referred to as male sex hormones, whereas estrogens and progesterone are referred to as female sex hormones.

During adolescence, sex hormones trigger the development of primary and secondary sex characteristics. Primary sex characteristics are the maturation of the reproductive organs. They become fully functioning and capable of reproduction during puberty. Secondary sex characteristics are other features that signal the maturation of the reproductive organs and distinguish men from women. They include growth of facial, body, pubic, and underarm hair; voice changes; changes in body shape; and growth of girls' breasts. Basically, the pituitary gland increases its release of hormones that direct the testes and ovaries to release their own hormones. In boys, the increase in androgens leads to masculine physical features; in women, the increase in estrogens leads to feminine physical features.

**The Adolescent Growth Spurt**

A second major function of the pituitary gland is to secrete growth hormone, which travels through the bloodstream to reach muscles and bones and causes them to, well, grow. At puberty, the pituitary gland also increases the amount of
growth hormone it releases, leading to the adolescent growth spurt. There is enormous variability in the beginning of
the growth spurt. Females usually start sooner than males. At the peak of the spurt, males average nearly 4 inches per
year, and females at their peak growth average just over 3 inches per year. Many parents swear that their adolescent
child grew an inch overnight. That is probably not true, but it would be very difficult to prove that it could not happen.
During the total growth spurt, the average male will add 14.5 inches, while the average female will add nearly 13.5 inches.
Females start the growth spurt sooner, so they are shorter at its beginning than boys are; this accounts for most of the
difference in height between men and women (Tanner, 1991).

Different body parts grow at different rates, so the body proportions change dramatically during the growing period.
This sometimes leads to anxiety and embarrassment about the adolescents’ beliefs that their feet or hands are too big,
and about clumsiness or awkwardness (Downs, 1990).

Females finish growing taller at about 17, males at about 21; again, however, there is large variability. Weight and height
increases occur at around the same time for males. For females, however, weight sometimes begins to increase earlier
than height, leading some females and their parents to worry about weight gain (Spear, 2002).

So, at the end of the adolescent period, we see a bit of a parallel with what happened after the dramatic growth over
the first year of life. This time, however, instead of a slowing of growth, there is an outright stopping. As you will see,
however, the cessation of physical growth does not mean that development and change stop, and it certainly does not
mean that unavoidable decline is right around the corner.

Physical Changes in Adulthood

It is common for men and women to gain weight as they age. Both physical and lifestyle changes associated with aging
contribute to these common increases. Further, being overweight can lead to a reduction in physical activity that can
accelerate age-related changes, making a bit of a vicious cycle. Specifically, basal metabolic rate and muscle mass both
decline as we age, beginning at around age 30 (Poehlman et al., 1990; Poehlman et al., 1993). Basal metabolic rate (BMR)
is the amount of energy that our body expends when it is at rest; it represents the energy requirements (or the calories
burned) for the basic functions of life, such as breathing, maintaining our heart rate, and supporting the cells of our
body. As we age, those basic requirements decrease, meaning we burn fewer calories at rest. The cause of the decline is
at least partially related to another loss due to aging, namely muscle mass, or the amount of lean muscle tissue in our
bodies. Because our bodies use more energy maintaining muscle cells than fat cells, the loss of muscle cells leads to a
lower BMR.

Maximum aerobic capacity, bone density, and flexibility all decline gradually over time, also beginning at around age 30
(Lim, 1999). Altogether, these declines are very bad news for the minuscule portion of the population who are currently
at their peak strength and aerobic fitness. For example, consider the all-time greatest NBA basketball player, Michael
Jordan, a man who was not only at his own physical capacity but was also a world-class athlete. From age 26 to 32, Mr.
Jordan averaged a steady 31.5 points per game. From 1996 to 1998, when he was 33 to 35, his scoring began to drop a
little, to an average of 29 points per game. Then, he retired for three years. At 38, Michael Jordan returned to the NBA for
two final seasons, during which he scored only 21.5 points per game. Although many factors, such as the quality of one’s
teammates and a player's role on the team, contribute to a player's scoring average, it is difficult to deny an age-related decline as part of the story. Oh, and if you disagree and think that Lebron James is the all-time greatest, you will have to write your own textbook to include that opinion.

For the rest of us who are not at our maximum physical capacities, the actual physical decline is so gradual that we barely notice it for years. When most people complain about physical decline beginning in their 30's, they are very likely reporting on the results of the lifestyle side of the equation. As people settle into careers, many of them behind a desk, and take on family and other responsibilities, they find it difficult to exercise regularly and wind up leading far more sedentary lives (this, of course, also contributes to the increase in weight). Thus, the decline they experience is more of a detraining effect than anything else. The best news about the actual age-related physical decline is that it can be slowed with physical activity. What this means in practical terms is that unless you are currently at your maximum possible fitness, you can continue to increase strength and fitness for many years, as the benefits of activity will more than offset the small declines in your maximum capacity. For example, if you engage in muscle-building exercise (i.e., strength training), you can prevent the decline in muscle mass and the consequent decrease in BMR for many years. The declines do become more noticeable around age 55 to 60 (Lim, 1999), so even if you continue to exercise strenuously, you will probably begin to notice a drop off around then. One potential problem to keep in mind is that it becomes more difficult to exercise strenuously as we age. Range of motion, flexibility, as well as recovery time after exertion all deteriorate, making injuries more likely and slower to heal, and requiring more rest between workouts. Again, these declines begin gradually and accelerate as we age.

**Debrief**

- Did you or your parents keep track of your growth during your childhood and adolescence?
- When did you start the rapid growth phase of adolescence?
- What was the most you grew in any one year?
- Do you remember when various physical developments, such as the growth of body hair and the beginnings of sexual maturity took place for you?
- If you are over 30, have you noticed any declines yet? Have you noticed any physical areas in which you are still improving?
15.3 Brain Development Throughout the Lifespan

It is true that brain development is a physical development in many ways no different from the others in this module. Because the brain, as the source of all of our behavior and mental processes, bears a special relationship to psychology, however, it is worth pulling it out (so to speak) and describing its changes in a section separate from the other physical developments. As you learn about the types of developments that take place at different times during the lifespan, as well as the different brain areas involved, you will begin to understand and appreciate many of the differences in the psychology of infants, children, adolescents, and adults.

Prenatal Brain Development

Recall that when the embryo begins organizing itself, one of the new specialized areas is the neural tube. The neural tube actually develops from a section called the neural plate, which appears by three weeks after conception. The cells in the neural plate are called neural stem cells; they have the ability to develop into any cells of the nervous system, such as glial cells (the cells that support and communicate with neurons) and immature neurons (Varoqueaux & Brose, 2002). The cells at the top of the developing neural tube will become the brain; three distinct sections that will become the hindbrain, midbrain, and forebrain can be seen during the second month after conception. The rest of the neural tube develops into the spinal cord.

Once the neural tube is formed, the number of neurons increases rapidly. Then, they begin to move, or migrate to their eventual location. Migration is guided by chemicals contained in the particular areas through which the neurons move (Gleeson & Walsh, 2000; Golman & Lushkin, 1998). Although the cells are changing while they travel, they will not develop into a specific type of neuron or glial cell until they reach their destinations.

The main changes that the cells undergo while they are migrating is axon growth. Both axon and dendrite growth, which begins in earnest after the migration is completed, prepare the developing nervous system for the process of synaptogenesis, the formation of new synapses. Recall that a synapse is the small area where neural communication takes place, a “connection” between the axon of a sending neuron and the dendrite or cell body of a receiving neuron. Some synaptogenesis takes place before birth, but the bulk of it happens after the infant is born.

- **neural stem cells**: primitive nerve cells that have the ability to develop into any cells of the nervous system
- **migration**: the movement of neurons to their point of origin to their eventual location in the developing brain
Infant and Child Brain Development

After birth, the infant's brain does continue growing rapidly, approximately tripling in weight over the first year. A newborn's brain has about 86 billion neurons. An adult's brain has about 86 billion neurons. So, rather than adding new neurons, infant brain growth occurs primarily within the existing neurons. Myelin sheaths develop to cover many axons (this process is called myelinization), and dendrites develop many new branches. The increase in dendrite branches allows the massive synaptogenesis to occur.

Synaptogenesis is very selective. Specific axons hook up with specific target areas, resulting in the creation of many different types of synapses. It is among the more amazing engineering feats in the universe, with the brain ending up with some 100 trillion synapses, an extraordinarily complex network of interconnected neurons. Synapse formation is particularly massive in the cortex, the most important brain area for higher intellectual functions. At the end of the major synaptogenesis during infancy, there are no “stray” neurons. Every neuron in the brain is connected, through synapses, with many others.

The major ways the developing brain accomplishes the final wiring is through the overproduction and later pruning of synapses and the death of unused neurons. Sometime during the first or second year, the number of synapses in particular brain areas reaches a maximum (the exact time depends on the brain area), each area containing many more synapses than will be present in the adult brain. Then, the pruning of the oversupply of synapses occurs largely through the “use it or lose it” principle. Synapses are activated by environmental stimulation; those that are not used die off, as do neurons that are left unconnected.

Research has shown that when infants are raised in impoverished environments, brain development suffers (Rutter, 1998; Shonkoff & Phillips, 2000). Many parents, and more than a few marketers, have responded to these kinds of research findings by surrounding (or recommending to parents that they surround) their children with educational toys, games, and videos. These toys aren't bad, but, the trouble is, that the research findings are likely being misinterpreted. Children that are in impoverished environments aren't struggling because of a lack of educational toys, they are struggling because of a lack of social stimulation. It appears to be social stimulation, such as talking and singing, playing, and providing consistent and loving care, that is most needed for healthy brain development. Although the more rigorous academic kind of stimulation may be beneficial (future research may be able to tell us this), it almost certainly will not be if it takes the place of a more nurturing kind of environment.

The pruning of synapses makes it sound as if there is only loss after early childhood. Recall that neurons do continue to be generated throughout life, particularly in the hippocampus. Also, after the conclusion of the synaptogenesis burst in infancy, the brain continues to create new synapses; it does so at least throughout adolescence, just never as much as it did during infancy. Throughout life, the brain will continue to strengthen some synapses, often through using them, and weaken or eliminate others (Varoqueaux & Brose, 2002).
Adolescent and Adult Brain Development

Synaptogenesis slows dramatically by adolescence. Another critical process for brain development, myelinization, continues, however. In particular, the addition of myelin sheaths to axons is most pronounced in the prefrontal cortex during adolescence and early adulthood, making it the latest area of the brain to mature. This late development may very well be related to the cognitive developments that take place in adolescence (Kwon & Lawson, 2000).

Obviously, learning continues throughout life. Learning in the adult brain appears to involve the strengthening and modification of existing synapses, rather than the creation of new ones (Bourgeois, Goldman-Rakic, & Rakic, 2000; Varoqueaux & Brose, 2002). As a consequence, although the adult brain does undergo a reduction in the number of synapses over time, the reduction does not dramatically affect our ability to learn. Although the brain does continue to produce new neurons from stem cells throughout life, researchers have not yet discovered how these neurons are put to use.

Without a doubt, the big story about the adult brain is the decline. Synapses decline, plasticity (the brain's ability to reorganize itself) declines, and so on. The story is not nearly as pessimistic as you might think, however. Biologist Robert Sapolsky (2004) notes that it is a myth that we lose enormous numbers of neurons as we age, an error based on researchers' conclusions that the brains of people suffering from dementia showed the same brain changes as normal aging people. We do lose neurons as we age, but not nearly as many as common wisdom holds. Neuron loss is not distributed evenly throughout the brain either, which explains many other characteristics of aging people. The hippocampus, an important structure for memory, is one of the biggest losers. Finally, because of the reduction in synaptogenesis, the brain plasticity that we observe so readily in younger people, particularly children, is less dramatic in the older brain. Older people's brains can recover from various types of damage, such as injuries or strokes, but the recovery is slow and it is usually not complete.

Debrief

- Compare the sections on physical development in this module to the one on brain development. Can you recognize parallels or mismatches between the two types of developments?
Take a few moments to sit quietly and think about anything you want.

What just went on in your mind? If you are like many people, you heard a little “voice” in your head articulating your thoughts. Maybe it said, “Hmm, I wonder what I should think about.” What happens inside the minds of infants and children when they think? It seems pretty likely that, at least for infants, there is no “voice in the head” speaking to them, so at some level, their thinking, or cognition, must differ from ours.

But how different is it? And how could you find out? Maybe infants do not think at all. Perhaps newborns’ behavior is fixed by simple reflexes. Over time, they begin to react to the external world and through experience (i.e., learning) they begin to think. At the other extreme is the possibility that infant thought is exactly like adult thought (with the obvious exception that they cannot think in words). Psychologists who study cognitive development in children have been asking these questions and providing the answers through research for many years. As you will see, particularly in the case of infants, the psychologists have come up with some very ingenious methods of finding out what goes on inside the mind of a child.

What about preschoolers and older children? Do their thought processes differ from ours? Why might these be important questions? If you have not already, many of you will have the opportunity to teach children one day, perhaps as an educator, but more likely as a parent. No one would try to teach children subjects for which they lacked sufficient background knowledge. For example, you would not teach calculus to a child who had not yet learned arithmetic. But what if you ignore the way the child’s mind works, assuming that it works the same way that yours does? You run the same risk of being unable to reach the child. You need not be teaching an academic subject to a child to be concerned about this. Many common parenting difficulties can be improved through an understanding of child cognition. One goal of this module is to introduce you to what psychologists have discovered about child cognition and to hint at some of the ways you can use this knowledge to understand and improve relations with children.

And what about when we get older? Do we continue to think the same way? Or are we destined to break down, to decline? Modern developmental psychologists ask these questions about people’s changes in cognition throughout their whole lifespan. And their answers can help us to understand and interact with each other and can teach us what to expect for ourselves as the years go by.

16.1 begins our coverage of cognitive development with a description of what might be the greatest intellectual feat of our lives, developing and using language.

16.2 introduces us to the work of the most famous and influential researcher in the history of cognitive development, Jean Piaget. Because his work dealt exclusively with children and adolescents, this is the one section that will not include any reference to development and cognition in adulthood.

16.3 expands upon the work of Piaget and introduces some other topics in cognitive development

16.4 concludes our coverage with another age-limited topic, namely cognitive disorders associated with aging.

16.1 Developing and Using Language

---

**Activate**

- How many different words would you estimate that you know?
Language Development

We have bad news. All of us may have already had our most impressive cognitive achievement. We did most of it by the time we were three, so it has been downhill ever since. Think about it. Between birth and age three, nearly all children worldwide have developed from being completely unable to communicate beyond a reflexive cry to having a solid working knowledge of one language or more. This knowledge includes a vocabulary (in English, for example) of 1,000 words, the ability to understand almost any utterance they hear, and the ability to produce an infinite variety of complex and unique utterances that other speakers of the language can understand. By one estimate, fifth graders have learned 40,000 words (Anglin, 1993). Assume that an average college textbook has 500 key terms in it. By the time an average child reaches eleven, he or she has acquired a vocabulary equivalent to the key terms in 80 college textbooks.

Many mental abilities once thought to separate us from the “lower” animals have turned out not to hold up under close scrutiny. Using tools, planning, solving problems, categorizing, and many other cognitive feats have been observed in non-human primates. What about language, though? Without a doubt, non-human animals communicate with each other. But so far, no other species has been found that can duplicate our ability in language. Although there have been a few apes that have been taught sign language, the cases have been largely oversold. Although their learning is impressive, it takes a massive effort to get the apes to reach a level of facility that an average three-year-old reaches with no special instruction whatsoever.

The traditional view of language is that it is the ultimate cultural invention; it is as if we are unlike other animals in profound ways because we have developed large vocabularies and grammar and syntax. In other words, language has transcended our biological roots, and shows that humans have become something more than a really smart animal. We see this kind of thinking as another example of believing in nature versus nurture. “If something is an invention of culture, it cannot be a product of nature,” the falsely dichotomous thinking goes.

We prefer to think of language as perhaps the greatest example of nature and nurture working together to produce a uniquely human ability (Pinker, 1994). The nurture of language is that each culture develops its own unique language, and children learn the language to which they are exposed. The nature of language is that children will learn a language if they are exposed to one. In other words, all children are born with the ability to learn language. In a striking parallel between humans and monkeys, Poremba et al. (2004) demonstrated that the left hemispheres of monkeys are active when they are listening to monkey vocalization, but not other similar sounds. Human beings process human vocalizations in much the same way. This evidence suggests that human language may have evolved as an innate capability.

Another indication of the nature of language is the universality of the language-learning process. Throughout the world, infants progress through the same stages in the same order on the road to learning a language, although they may reach a specific stage at a different time (this is true within a given culture, as well). Infants quickly progress by the second or third month from simple crying to producing sounds commonly known as cooing. Coos consist mostly of vowel sounds (“aah”) sometimes with consonants in the front, (“goo”). Infants coo when they are interacting with other people, and parents often learn that they can increase the frequency of cooing by responding to the sounds. Around six to nine months, infants begin the babbling stage. When babbling, infants string together syllables consisting of vowels
and consonants. Early on in babbling, the infant produces nearly all possible human speech sounds. You can see the influence of nurture as they progress through the stage; they begin to focus on only the speech sounds present in the language they are beginning to learn (de Boysson-Bardies et al. 1989).

Incidentally, deaf children who are learning sign language develop very similarly. Just like hearing children, they begin babbling as infants, although often a little later. They also “babble” with their hands, producing hand formations that will eventually be used in signs. Some researchers have reported that deaf infants often begin producing signs earlier than hearing infants produce words (Bonvillian et al., 1983; Orlansky & Bonvillian, 1988). Others have found that the age at which signs and words are produced are similar for deaf and hearing children (Acredolo & Goodwyn, 1991; Petitto & Marentette, 1991).

Infants enter a **one-word stage** at about one year old. The magical appearance of the first word is not as much of a milestone as you might expect. First, it probably is not all that important developmentally. Throughout the development of language infants and young children consistently understand far more than they can produce, so infants know many words before they produce their first one. Second, the first word is hard to catch. Many parents miss it (even if they don't realize it) because it is difficult to recognize the first real word from a coincidental babble. For example, imagine a parent who hears her daughter say “ba” one time in the presence of a ball when she is 8 months old. Of course, many parents would believe that it was her first word, and they might also be quite proud of her for being so advanced and of themselves for being such good parents. It does not count as a real word, though, unless the infant produces it consistently. And much of the time, they do not, especially at 8 months old. Most children's actual first spoken word probably occurs sometime around one-year-old.

Once children begin to use words consistently, parents and other people familiar with a particular child can understand what they are saying, even if the pronunciation often makes the speech unintelligible to an outsider. The learning of new words begins slowly at first and picks up speed dramatically at around 18-months. A typical 18-month old may be able to say 50 words, while a two-year-old can say 300 or more.

During the height of the new word explosion at age two, children begin a **sentence production** stage. Now that they have large sets of words with which to express themselves, producing a single word at a time is too restrictive. In order to express complex thoughts, a child needs to learn how to string together words to form meaningful sentences (Bloom, 1998). At first, they are simple two-word utterances consisting of a noun and a verb or another descriptive word (e.g., “mommy go,” or “daddy home”). These sentences resemble the way messages used to be sent by telegram, by including only the essential words, and the child is said to be at the **telegraphic speech** stage. During the third and fourth years, children's sentences become longer, as the missing words from the telegraphic speech get inserted (for example, “daddy home” becomes “daddy is coming home”), and sentences are used to express more complex ideas (for example, “mommy is going to the store to buy a cake”). From this point, language continues to grow more complex, and children still have a rapidly increasing vocabulary. As they progress through childhood, they are able to understand and produce more and more complex sentences.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Age Stage Begins</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooing</td>
<td>2-3 months</td>
<td>A few simple consonant-vowels sounds</td>
</tr>
<tr>
<td>Babbling</td>
<td>6-9 months</td>
<td>Strings of consonant-vowel sounds; contain nearly all possible speech sounds</td>
</tr>
<tr>
<td>One word</td>
<td>One year</td>
<td>Can produce one word at a time; learning individual words is slow until about 18 months</td>
</tr>
<tr>
<td>Sentence production</td>
<td>Two years</td>
<td>Begin producing simple sentences (telegraphic speech) that grow longer and more complex over the next few years.</td>
</tr>
</tbody>
</table>
How Does Language Work for Adults?

Let’s skip ahead a few years and consider how we communicate with each other through language as adults. In essence, we are trying to build the same situation model between a speaker and a listener. A situation model is a mental representation of the time, space, causes, intentions, reference to individuals and objects related to a conversation. In other words, it is a mental representation of the topics (Kashima, 2020; Pickering & Garrod, 2004). One key part of the process is prediction. While each person is trying to plan what to say next, they are actively trying to predict what the other person is going to say next, which can only happen accurately if the two share the same understanding of the situation, that is, the same situation model (Pickering & Garrod, 2013). Have you ever been in a conversation where the other person tries to finish your sentence for you? Although that can be annoying, it does reflect a natural outcome of the normal processing.

One way to construct the same situation model could be for both people to literally say everything. And how many conversations have you had where that happens? Right, none. Instead, we rely on the other person making the correct inferences (see Modules 5 and 7). Again, an inference is assuming that something is true based on previous knowledge or reasoning. So the two people speaking are trying to ensure that each is making the same inferences to build the same situation model while avoiding stating unnecessary things. How? Two ways are through two related ideas: audience design and common ground. Both require making an assessment of the knowledge that the other person has about the topics of the conversation. With common ground, we make a judgment of the knowledge shared between two people,
which allows certain information to go unstated and unexplained. For example, two baseball fans can meaningfully share that WHIP and OPS are vastly superior to ERA and batting average for determining the value of an MLB player. If you have no idea what we just said, then you understand the need for **audience design**, in which a speaker assesses that different listeners require that different information be provided in order to make an utterance understandable. As a result, we tailor our utterances to the specific audience we are talking to. So, to someone new to baseball, we would begin by explaining that WHIP is a measure of the quality of a pitcher; it stands for the number of walks plus the number of hits that a pitcher gives up per innings pitched (Wallops Hits Innings Pitched, or WHIP). And of course, we would continue by defining the meaning of the other abbreviations and terms.

We rely on priming to do much of the work for us. You can think of **priming** as reminding, the activation of some idea or concept from memory by another related concept. So if we say Y-M-C-A, and you instantly think of the Village People, you can thank priming for that. And, of course, you can thank the Village People (The Village People was a musical group that had a few gigantic hits back in the 1970s, none more gigantic than YMCA).

A YouTube element has been excluded from this version of the text. You can view it online here: https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=101
You can also access the video directly at: https://youtu.be/CS9OO0S5w2k

**audience design**: In conversation, when a speaker assesses that different listeners require that different
information be provided in order to make an utterance understandable. As a result, we tailor our utterances to the specific audience we are talking to

**common ground**: judgment of the knowledge shared between two people, which allows certain information to go unstated and unexplained

**priming**: the activation of some idea or concept from memory by another related concept

**situation model**: a mental representation that is formed based on a person's understanding of language

---

**Debrief**

- Think about some different-aged infants and young children that you know. Can you recognize the stage of language development in each child? Try to recall some representative utterances or sentences from each child.

---

### 16.2. Where It All Started: Jean Piaget

**Activate**

- Imagine each of the following situations:
  - You are playing with a six-month-old infant and suddenly leave the room to answer the telephone.
  - You take a four-year-old child's small cup of juice and empty it into a larger cup.
  - While trying to settle a fight over the TV between a seven-year-old and a 12-year-old, you decide to let a coin flip decide. The seven-year-old loses.

For each situation: How do you think the child will react? What is going on inside the child's mind?

The Swiss psychologist Jean Piaget (1896 – 1980) was the most influential theorist in the history of developmental psychology. His thinking has forever changed our view of how the minds of children work, and he basically invented the field of cognitive development as we know it today. Piaget's insight was to notice that children understand the world differently than adults do. Like so many brilliant and creative ideas, Piaget's insight came about by thinking about a commonplace phenomenon in a new way. He was working in Paris in the 1920s for the Binet Laboratory, a publisher of intelligence tests, helping them prepare a reasoning test that had been developed in English for French children. It is almost trivially true that children get questions wrong when taking reasoning tests. After all, that is how psychologists
measure individual differences in reasoning ability or intelligence. What Piaget noticed is that children's errors were not haphazard; if a child missed one specific question, he or she was likely to miss other specific questions, as well. Moreover, children at similar ages tended to err the same way. It was his realization that children made errors, not because of a lack of intelligence, but because of their developmental state that led to the vastly different conception of childhood cognition that we have today.

So, Piaget first raised the question, do children think differently from adults? Most people are surprised to learn that prior to Piaget, children were more or less considered miniature adults, whose cognitive processes were essentially the same as those of adults. The “obviousness” with which many people observe that children certainly think differently from adults is itself a testament to Piaget's influence. His answer, of course, was “yes, they think differently,” and it explains many everyday observations about children. If you understand the differences between adult and child thought, it can help you to correct misunderstandings and miscommunications that might otherwise occur. As you will see, however, things are not so simple. Although there is good agreement among psychologists that the cognitive processes of children differ from those of adults, there is also agreement that the differences are not as dramatic as Piaget proposed. So, let us take a look at some of Jean Piaget's major ideas and try to use them to understand the minds of children (particularly children you may know).

Piaget sought to explain two main aspects of the development of cognition:

- How conceptual schemes are used to interpret some new experiences, and how the schemes are changed to account for others
- How cognitive development proceeds through four stages over the first 12–15 years of life

**Conceptual Schemes, Assimilation, and Accommodation**

Piaget believed that throughout life, our goal is to build up an understanding of the world through establishing and modifying conceptual schemes. For Piaget—and many others who followed him—a **scheme** is a framework that a child uses to organize knowledge about the world and interpret new information; it is essentially the same idea as a concept (see Module 7.1). Schemes are the mental frames that allow us to comprehend the vast amount of information to which we are constantly exposed.

Schemes for infants are very simple; they are frameworks for understanding actions or simple sensory input. For example, Piaget would have called the newborn’s reflexive sucking a scheme. Later in life, conceptual schemes include frameworks for understanding more complex actions, such as laughing or walking, as well as other entities in the world, such as objects, people, and animals. It is the infant’s cognitive task to come to an understanding of what the world is and how it works by using and modifying schemes. As the child develops, conceptual schemes become more complex through the processes of assimilation and accommodation.

Sometimes, a new experience or piece of information is understood as an example of an already established scheme, the process that Piaget called **assimilation**. For example, suppose a child has a conceptual scheme for dogs that has been built through experiences with the family dog, a Labrador retriever. Some time later, they encounter a corgi and is told that this, too, is a dog. The new example is assimilated into the scheme for the dog, allowing the child to understand what the new animal is.

At other times, a new experience or piece of information may not fit into a preexisting scheme. The child may initially try to assimilate it but will fail. In order to arrive at a satisfactory understanding of the world, the child will need to use the process of **accommodation**, modifying the initial scheme to allow for separate concepts. For example, upon seeing a wolf at the zoo, our child may assimilate at first and think that it is a dog. They will need to accommodate, that is, change this too-inclusive scheme for dog and divide it into dogs and wolves.

Accommodation need not follow an inappropriate assimilation, as in the previous example; it can also be used to help the child make subtle distinctions between similar concepts. Again, think about our child who has formed their scheme
of dog from their encounters with their very friendly family dog. Perhaps the neighbor’s dog is not so friendly. The child will need to learn to distinguish between friendly and unfriendly dogs, so that they can figure out which ones are safe to approach and which ones they should avoid. That is, they will need to accommodate and create new sub-conceptual schemes, one for friendly dogs and one for unfriendly dogs.

Assimilation and accommodation often occur at the same time. For example, while the child is assimilating the neighbor’s dog, correctly realizing that it is another example of the same conceptual scheme (i.e., it is also a dog), they can also accommodate, or subdivide their scheme of dog into friendly dogs and unfriendly dogs.

Assimilation and accommodation occur for all of the conceptual schemes that we hold, including social categories. You should realize that forming and modifying conceptual schemes are not trivial processes and can be quite difficult for a child to carry out.

**scheme**: mental framework for organizing knowledge about the world and interpreting new information; same idea as concept (Module 7)

**assimilation**: interpreting a new experience or piece of information by understanding that it is an example of an existing scheme

A YouTube element has been excluded from this version of the text. You can view it online here: [https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=101](https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=101)

You can also access the video directly at: [https://youtu.be/Xj0CUeyucJw](https://youtu.be/Xj0CUeyucJw)
Piaget’s Stage Theory of Cognitive Development

Piaget proposed that children progress through four broad stages of cognitive development. Within each stage, children continue to use the processes of assimilation and accommodation with their conceptual schemes; in fact, these processes continue throughout life. The key idea for Piaget’s stage theory, however, is mental operations. These are mental procedures that can be reversed and are used for thinking, understanding, reasoning, and problem solving (see Piaget, 1942; 1957; 1970). For example, one mental operation is multiplying two numbers to obtain a product. If you start with the product, you can run the operation in reverse; of course, this is division. According to Piaget, children younger than about 2 are nowhere near using these mental operations; these children are at what he called the sensorimotor stage. From about 2–7, they were close, but still unable to use mental operations in most situations; hence, he called these children preoperational. Between about 7 and 11 or so, children could use mental operations, but only in certain situations; these children were at the concrete operations stage. Finally, adolescents (and adults) beyond age 11 could use the mental operations in any situation; he called this stage formal operations.

**mental operations:** reversible mental procedures that can be used to solve problems or reason about the world

<table>
<thead>
<tr>
<th>Stage</th>
<th>Approximate Age</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensorimotor</td>
<td>0 – 2</td>
<td>Associating actions with senses, learning about physical world</td>
</tr>
<tr>
<td>Preoperational</td>
<td>2 – 7</td>
<td>Can think symbolically but lacks reversible mental procedures</td>
</tr>
<tr>
<td>Concrete Operations</td>
<td>7 – 11</td>
<td>Can use reversible mental procedures in concrete situations</td>
</tr>
<tr>
<td>Formal Operations</td>
<td>11 and up</td>
<td>Can use reversible mental procedures in any situation, can think logically and hypothetically</td>
</tr>
</tbody>
</table>

**Sensorimotor stage (ages 0 – 2)**

Piaget believed that during the first two years of life, the main cognitive tasks for the infant were to learn about how the physical world works and how to interact with the world. During the sensorimotor stage, the child learns how to coordinate sensory input and movements, and thus learns how the world works and her place in it. The infant progresses from being able to produce simple reflexes only, such as sucking when a nipple is placed into the mouth, through more complex motor responses to more complex sensations.

Early in the sensorimotor stage, the infant makes many random movements. As some of these movements lead to
pleasurable sensations, the infant learns over time to produce them. For example, infants will typically insert their hands into their mouths by accident during the first couple of months after birth. Although they probably find this pleasant, as evidenced by the vigorous sucking that they do, these young infants do not yet purposely put their fingers in their mouths. It is not until a bit later that the infant “discovers” their own fingers and can move them to their own mouth to produce pleasurable feelings. Thus, it is a coordination of sensation (the pleasurable feeling of the fingers) with the motor response (moving the fingers to the mouth) that is a hallmark of sensorimotor development.

At the beginning of the sensorimotor stage, the infant’s attention is essentially focused on her own body. They gradually change to an outside world focus throughout the first two years. At around one year, the infant begins actively exploring the world by manipulating objects—for example, picking objects up, stacking them, putting things inside of other things. Over the years during which my three children progressed through the sensorimotor stage, our family ended up losing several television remote controls, as each child delighted in discovering the countless spaces into which the small rectangular devices fit.

One essential conceptual scheme that develops during the second half of the first year is that of an object. It is the key scheme that allows a rapid movement of thought beyond the child herself to the outside world and is an important basis of nearly all future cognitive development. Just imagine, if you did not even realize that there was such an entity as an object, how could you even think about the world? The sensorimotor child must realize that objects are separate from and independent of the self. In other words, they have to learn that objects are in the world and that the objects do not depend on the child to be there.

The realization that objects (including other people) continue to exist after the child stops looking at them is called object permanence, and it develops between about six months and one year of age. Picture a six-month-old infant sitting in a high chair and playing with a rattle. The rattle is slippery from all of the saliva on it (because, as you know, “playing with” for a six-month-old probably means putting it in their mouth), so they drop it. The typical six-month-old infant will not even look for the toy and immediately become interested in something else as if they forgot that they just had a rattle in their hands. That is essentially what Piaget proposed; more precisely, he proposed that she forgot that the rattle had ever existed. As the child advances through the second six-months, you would see a developing awareness that the rattle exists after it falls. At eight months, she might strain to look or reach for it for a few seconds, but will quickly lose interest. By one year, most infants have a very clear understanding that the rattle still exists. They will very obviously look for and try to reach the rattle, and do not soon forget about it. It is at this age, that infants first understand the concept of hiding, and they can begin to play games like hide-and-seek. Prior to that time, the infant would simply forget about the hiding person and fail to seek.
You can also access the video directly at: https://youtu.be/rVqJacywAQQ

This realization about what an object is allows the child to make great strides in understanding the world. By the end of the sensorimotor stage, infants have learned a great deal more about objects, about the way the physical world works, and how they can interact with the world. As the infants get ready to move into the next stage, they begin to think more in symbols, meaning that they can now represent information from the world in their minds. For example, they can form a mental picture, or image, of a dog, and their conceptual schemes contain a great deal of information for individual concepts (for example, dogs bark, they have fur, they have four legs, and so on). And, of course, perhaps the greatest accomplishment related to the developing child's use of symbols is their growing language ability.

**object permanence:** the realization that objects exist even when you cannot see them

*Preoperational stage (ages 2 – 7)*

To a large extent, children in the **preoperational stage** are defined by what they do not have, namely, mental operations. Although they have mastered the coordination of their sensory experiences and motor responses, learned many of the important principles related to physical causality, can represent the world in their minds, and are quite adept as using language, preoperational children lack the ability to apply the reversible mental operations in most cases. For example, although some very advanced five-year-olds may be able to multiply two numbers together, at least for some simple
problems, few of them understand that division is the reverse of multiplication. Piaget believed that preoperational children lacked most important mental operations that allow older children and adults to reason logically.

One key type of mental operation that preoperational children lack pertains to physical manipulations of substances. For example, if we take a glob of clay and flatten it out so that it looks bigger, you can simply run the flattening in reverse to realize that the amount of clay has not changed. As a result, you realize that the amount of some substance does not change, or is conserved, when it is subjected to various physical manipulations. Piaget called this understanding conservation, and you can easily imagine many examples of how the form or shape of something might change without changing how much of the substance there is. For example, imagine pouring water from one container to another, spreading out pizza dough before cooking it, cutting spaghetti into small pieces, even tearing a sheet of paper into pieces. In each case, we can mentally reverse the action and know that it is still the same water, pizza dough, spaghetti, or paper. Preoperational children, on the other hand, because they have not yet acquired this operation, are bound by their senses; if something looks like it has more, it has more; if there are more pieces, there is more.

Preoperational children's failure to conserve shows up in many different everyday reasoning situations. Picture a seven-year-old deciding to use a larger-than-usual bowl for their breakfast cereal. Their three-year-old brother thinks this is an excellent idea as he sees a normal amount of cereal into his own large bowl. When their brother sees how the cereal does not fill up his bowl, he cries because he does not have enough cereal. Unable to “mentally pour” the cereal back into a normal-sized bowl, the youngster does not realize that it is the same amount of cereal that he gets every day.

A YouTube element has been excluded from this version of the text. You can view it online here: https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=101

You can also access the video directly at: https://youtu.be/YtL EWVu8I5o

Piaget went further than simply describing what preoperational children cannot do; he also described the characteristics of the reasoning processes that these children do have. Recall that they have just left the sensorimotor
stage, in which the children develop a basic understanding of the way the physical world works as a consequence of coordinating their senses and actions. You can think of preoperational reasoning as a step beyond this. Preoperational children are beginning to reason about the world, but in a way that is still tied to their own sensations or perceptions. As a consequence, they are egocentric, able to reason using their own point of view only. Piaget’s most famous demonstration of children’s perceptual egocentrism was through the use of the mountain-view problem (Piaget & Inhelder, 1969). He set up a model of some mountains and placed a doll in the display. Piaget then asked the children what view the doll saw. The children answered by pointing to one of several pictures that showed different views of the mountains. Preoperational children usually chose the picture that showed the view that they themselves saw, regardless of the doll’s position. You can see preoperational children’s egocentrism frequently. For example, preoperational children are not very good at hide-and-seek. As long as they cannot see the seeker, they think they are hidden.

**conservation**: the realization that the amount of a given substance does not change, even though its appearance might change.  
**egocentrism**: the ability to reason from an individual’s point of view only

**Concrete operations stage (age 7–11)**

The **concrete operations stage**, lasting from approximately 7 until adolescence, marks the beginning of the child’s consistent, though still limited, use of mental operations. For example, if you test a nine-year-old on a conservation task, they are likely to get it right; they are able to mentally reverse an activity such as pouring liquid from one container to another. The use of these operations is limited, however, to situations involving tangible, or concrete, concepts. Just as the preoperational child’s thinking was tied to current perceptions; the concrete operational child's use of mental operations is also tied to perceptions.

Concrete operational children, then, have acquired mental operations whose absence had formerly led them to make errors as preoperational children. There are several operations that pertain to mathematical reasoning. For example, you might recall from elementary school the transitive property of numbers: if A is larger than B and B is larger than C, then A is larger than C. Concrete operational children can understand transitivity. If you tell them that Jack is taller than Jill and Jill is taller than Jim, they can verify mentally that Jack is taller than Jim. You can also see that the development of these mental operations allows the concrete operational child to begin reasoning in a more logical manner (the Jack, Jill, and Jim problem is a simple logical reasoning problem).
Concrete operational children's use of the operations is limited to situations in which the reasoning context is concrete. For example, although they would have no difficulty with the Jack-Jill-Jim problem, some concrete operational children might fail at the abstract A-B-C version of it. You can also see the limitations of concrete operational children by examining other aspects of their math reasoning ability. Although they may be quite skilled at using arithmetic operations—for example, understanding that addition and subtraction or multiplication and division are reverses of each other—most have difficulty understanding algebra concepts. In algebra, a symbol (e.g., the letter x) is an abstract variable that can assume any specific, or concrete, number. An understanding of this idea, which may be beyond most concrete operational children, it develops in the final of Piaget's stages, formal operations.

Formal operations stage (over age 11)

Piaget suggested that children's thinking undergoes its last major change beginning around age 11-14 when they enter the formal operations stage. The shift from concrete to formal operational thinking is marked by a release of reasoning from perceptions. Formal operational thinkers begin reasoning about abstract concepts, such as justice and fairness, in a qualitatively different, more sophisticated way than concrete operational children. To an eight-year-old, “unfair” may mean they did not get the most, or a coin flip is “unfair” if the child loses. A formal operational thinker realizes that “fairness” requires one to consider the perspectives of all of the people involved.

Along with the adolescent's new way of thinking about abstract concepts comes an increase in hypothetical reasoning, that is, reasoning about things that are possible or that are untrue. They can imagine a better world and often wonder why we cannot achieve it. Their wondering and reasoning are also marked by an increasing skill at logical thought.
Evaluation of Piaget's Theory

As we have said, Jean Piaget has been the most influential theorist in cognitive development by far. Actually, it is fair to say that he is the most influential developmental psychologist, period. Virtually all of the cognitive development research that has been conducted since Piaget's work was discovered in the US around 1960 has been a reaction to it. What have the researchers found? Although Piaget gave us a profound new understanding of how children may understand the world differently from adults, he misjudged many specific aspects of children's reasoning.

Is children's thinking really so primitive?

If you have ever had the opportunity to spend time with young children, you might wonder what other psychologists think that Piaget got wrong. After all, the examples we have given you are real; young children really do make these kinds of reasoning errors. Two-year-olds really are bad at hide-and-seek; we did not make that up. Well, one way you can begin to see the problem with Piaget's ideas is to realize that children do not always make these kinds of errors. For example, preoperational children's egocentrism often does not extend beyond simple perceptions. On the
contrary, they can sometimes show a remarkable sensitivity to other people's point of view. For example, four-year-olds will typically use simpler speech when talking to two-year-olds than when talking to older children or adults, something that requires them to take into account the perspective of the other person (Shatz & Gelman, 1973). Other violations of preoperational egocentrism, even the perceptual variety, are common, as well. For example, we recently held up a cereal box and asked a three-year-old to point to what they saw; they pointed to the picture on their side of the box. When we asked them to point to what we saw, they turned the box around and pointed at the side we had been looking at.

Piaget underestimated children in other respects as well. For example, Renee Baillargeon has demonstrated that infants show some understanding of object permanence as early as three months of age. In one of her experiments (Baillargeon, 1987), three-month-old infants watched a screen move 180 degrees from horizontal to vertical and to horizontal again; the infants were positioned at one end, so the screen moved away from them the whole time. While the screen was still low enough, a block was visible behind it; as the screen continued to move, the block was soon hidden behind the screen. At this point, Baillargeon was able to demonstrate that the infant had some understanding that the block was still there (object permanence). A trap door allowed the block to slip down so that the screen could continue to move. From the vantage point of the infant, though, this was an “impossible event;” the block should have stopped the screen. Infants stared longer at this event, as if surprised at what happened, than they did at a “possible event” in which the block actually did stop the screen.

**Do all people develop the highest levels of thinking ability?**

In one very important respect, Piaget probably overestimated people. Think again about our description of formal versus concrete operational thinkers' conceptions of fairness. Perhaps you had the same reaction that we do when thinking about this example. To be blunt, we know a few adults whose definition of “fairness” sounds an awful lot like the eight-year-old we described.

The situation looks even worse when we consider the proposal that logical reasoning is a natural part of development. Some researchers have shown that logical reasoning ability is much more common in technologically advanced societies, suggesting that its development is dependent on educational experiences (Super, 1980). Even more dramatically, it is, in fact, very difficult for even highly educated people to reason logically (Module 7). It looks as if ascension to formal operational thinking is not exactly a sure thing. Although it is true that adolescents get better than younger children at reasoning logically (Müller et al., 2001), that is not the same thing as saying that they get good at it.

Later in his career, Piaget reevaluated his position on formal operations, concluding that many adolescents fail to use their formal operational thinking in many situations (Piaget, 1972). Others have made the more extreme assertion that many people never develop the ability to use formal operations (Leadbeater, 1991).

**Is cognitive development stagelike or continuous?** The reality that children can perform some reasoning tasks earlier and others later than Piaget believed (or not at all) indicates that development may be much more continuous than stagelike. Piaget believed that all of the operations within a stage developed together, resulting in a very rapid acquisition of abilities across a wide variety of domains. For example, concrete operational children who have acquired conservation would be able to use it in all appropriate situations and would be able to use all of the other concrete operations as well. If this were true, it would make sense to characterize concrete operations as a stage, a period of development that is different in kind (i.e., qualitatively) from other periods.

It is easy to find cases in which this is not true, however. Imagine a four-year-old who fails a standard “liquid in bottle” conservation test. The same child asks you for a cookie. When you hand over the cookie, the child, pressing his advantage, asks for two cookies. You take the first cookie back, break it in half, and return it to the child. Although this trick often works on a two-year-old, it will not fool many four-year-olds. Thus, the child in this example conserves in the cookie domain, but not in the liquid-in-bottle domain.

In general, development seems to be domain-specific. Skills or abilities acquired in one area do not automatically transfer over to others. The resulting view of cognitive development is one of more continuous change, as an operation such as conservation is applied to different situations at different times.
It is also important to remember the cases of adults and older children who fail in reasoning tasks that they should have mastered years earlier. You may be surprised to realize that the abilities required for the tasks do not even always come from the formal operational stage. For example, the last time you called someone “self-centered” or “egocentric” you were probably not talking about a four-year-old. Indeed a great many adults have difficulty understanding other people's perspectives and consequently show a lack of empathy. Indeed, when asked to explain why violence occurred in the world, His Holiness the Dalai Lama once explained, “There is too much cruelty … or lack of compassion and empathy with our fellow human beings,” (quoted in McCool, 1999).

After all of the criticisms of important aspects of Piaget’s theory, you might wonder what is left. The truth is, not many of the details of his original theory have withstood without significant modification (but recall from Unit 1 that is the way science is supposed to work). The major principle that children think differently at different points in development is alive and well, however. It is probably useful for us to describe some more recent discoveries about cognitive development in the next section. By paying attention to the similarities to and differences from Piagetian ideas, you should be able to see his continuing influence on the field of cognitive development.

16.3 Other Topics in Cognitive Development

Developing a Theory of Mind: Understanding What Other People Think

We hope that you are getting the impression that children’s cognitive abilities are often closer to those of adults than Piaget believed. Again, though, we are not saying that their abilities are identical. Think about words such as believe, want, intend, pretend, and, for that matter, think. When you use these words to describe other people (as in, “My psychology professor believes that psychology is the most important subject in the world”), you are actually doing something quite remarkable. You are assuming that other people have minds just like yours, ones that lead them to engage in certain behaviors. It is something that psychologists have called a theory of mind (Wellman, 1990).

A theory of mind may not seem all that remarkable at first, but if you think about it, it really is pretty impressive. Having a theory of mind is a form of mind–reading, the ability to know how other people’s thoughts direct their behavior. It is not the psychic variety, of course, but it is mind–reading nonetheless. Our closest relatives in the animal kingdom, chimpanzees, despite their many notable cognitive achievements, such as tool use and problem-solving, apparently do not understand the inner states of other minds as well as an average four–year–old human (Povinelli & Vonk, 2003; Tomasello et al., 2003). Although computer scientists have created a computer program powerful enough to defeat the world chess champion, they cannot come up with one that has a theory of mind as advanced as an average chimpanzee.

Here is another excellent opportunity to ask the question, “How would you know if a young child (or a chimpanzee) has a theory of mind?” We could focus on one key concept, that of belief. Three philosophers separately suggested the following kind of test to see if young children realize that other people hold beliefs (Bennett, 1978; Dennett, 1978; Harman, 1978). Suppose you are in a room with a red box and a blue box, and you hide a ten–dollar bill under the red box and leave the room. While you are gone (and are completely unable to see the room), a prankster enters and moves the money to under the blue box. When you come back to retrieve your ten–dollar bill, the first place you look is under the blue box. Would you be surprised? Most adults would be; they realize that you should have looked under the red box, where you believed the money would be. They have a theory of mind.

Actually, this is quite an advanced theory of mind. One study that used a version of this task found that some four–year–olds (and no three–year–olds) demonstrated this level of theory of mind (Wimmer & Perner, 1983). Other researchers have found evidence for more primitive theories of mind in younger children. Three–year–olds can reason about other people’s desires and about some beliefs (Stein & Levine, 1989). There is even evidence that infants as young as 9 months old can express their understanding of other people’s minds through their gestures (Bretherton et al., 1981).

One reason these observations are important is that they, too, reveal that Piaget underestimated children. If Piaget
was correct that children under 7 (preoperational or lower) could only see the world through their own eyes (i.e., if they are egocentric), then they would not have a theory of mind, which requires an understanding of the other person's perspective. Another reason these observations are important is that they show us that very young children are far more perceptive than we might imagine. In a sense, they are able to "read our minds," at least for simple messages, at a very early age.

Although most psychologists agree that infants do not have an adult-like understanding of other people's minds, they do have at least a primitive version of a theory of mind. Even very young infants will follow the gaze of another person. For example, if the infant sees a parent looking at a toy, the infant will look at the toy, too. From these early beginnings, the child's theory of mind develops as the child realizes more about the internal states of other people. They eventually come to realize that people have perceptions, desires, and beliefs.

Let us think about an interesting implication of the development of children's theory of mind, namely children's ability to deceive. Have you ever heard the claim that very young children are unable to lie? Is that true? If it is true, why is it so? When two-year Juliana is asked, "Who broke the flowerpot?" "Who made a mess on the family room floor?" or "Who put the sock in the toilet bowl?" Juliana will often reply, "Ben (Juliana's fifteen-year-old brother) did it." In most cases, Ben is probably innocent, but is it fair to say that Juliana is telling a lie? How would you know? Clearly, we would need some insight into her intention. A lie is a lie because it is told with the intention to deceive. Does Juliana intend to deceive when they blame the flooding in the basement after a heavy rain on their brother?

You see, what is happening is that all of the adults that Juliana spends time with think it is hilarious when they say, "Ben did it." Juliana gets very happy when they make people laugh, and the laughter often leads the adults to forget about any transgressions that Juliana may have committed. So, Juliana's untruths are more accurately seen as examples of operant conditioning. Juliana gets positive reinforcement (laughter) and avoids punishment by saying "Ben did it."

But that does not really prove that we know that Juliana is not lying. Perhaps two-year-olds are very cunning and skilled prevaricators. Well, a clue that two-year-olds might not realize that their goal is to deceive is that they really are not very good at it. Ask Juliana who made it rain and ruin the family picnic, and Juliana might very well say, "Ben did it." If Juliana were really trying to deceive people with the lie, Juliana would be a bit more selective in their use of the statement.

A second and more important reason to think that Juliana is not really lying is that very young children appear to lack an essential element of a theory of mind, the absence of which renders them literally unable to deceive. In order to deceive, you must have quite a sophisticated conception of what is going on in the other person's head. You have to realize that other people have beliefs before you can try to trick them into adopting a false belief. This level of theory of mind is fairly late to develop. According to Henry Wellman (1993), two-year-olds know that other people can perceive and want, but they do not yet understand that other people hold beliefs. This appears to be an important developmental change in the theory of mind of children between around three and four years of age. Before then, children's lack of understanding about beliefs makes it impossible for them to understand that the goal of a lie is to lead someone else to adopt a false belief.
theory of mind: the realization that other people have thoughts, beliefs, desires, etc. that guide their behavior

Developing Memory

It is very likely that memory begins before birth, and infant and child memory is quite impressive. At the same time, we can remember virtually none of the events from the first three years of our lives. How can we reconcile these seemingly contradictory points?

First, let us talk about how we know that newborns and infants can remember and that memory begins before birth. Of course, you cannot just ask the infants. Instead, researchers had to develop ingenious techniques that allowed them to get at this information indirectly. The basic idea is simple: if you can consistently get an infant to respond differently to two different stimuli, you can conclude that the infant perceives, or remembers, a difference between the stimuli. That simple idea allows us to draw many conclusions about the capabilities of infants. So, for example, consider the
famous Cat in the Hat studies (DeCasper & Fifer, 1980; DeCasper & Prescott, 1984; DeCasper & Spence, 1986, 1991). Anthony DeCasper and his colleagues were able to demonstrate that newborns can recognize their mother’s voice, and, even more impressively, they can recognize a story that had been read to them before they were born. The researchers had a “wired” pacifier that could record the rate at which an infant sucked. Newborns sucked on the pacifier faster when listening to a tape of their mother than a tape of another woman. In one version of an experiment, one group of newborns had been read Dr. Seuss’s The Cat in the Hat by their mothers several times over the last weeks of pregnancy. After birth, they sucked faster only when their mothers read the familiar story.

A similar research technique called the habituation paradigm has led to many additional discoveries about infant abilities. The important observation that underlies this technique is that infants appear to bore easily. When infants are shown a new object, they stare at it with apparent interest. Then, they get used to it, or habituate, and their attention is easily drawn to other things. By exposing infants to different stimuli and keeping track of whether or not the infant has habituated or not, you can tell whether the infant recognizes a stimulus is something familiar or not. Researchers using the habituation paradigm have demonstrated that infants from three to six months old could remember visual information for periods from two weeks to a couple of months (Fagan, 1974; Bahrick & Pickens, 1995). Even newborns have demonstrated brief memories using the habituation technique (Slater et al., 1991).

Researchers have also shown that infants have impressive memory ability for associations. For example, researchers placed infants in a crib and attached a mobile to their foot with a ribbon. The infants quickly learned to associate moving their foot with the movement of the mobile. Even an eight-week-old infant could remember the association for up to two weeks if the training was given over time (Rovee-Collier & Fagen, 1981; Vander Linde et al., 1985). Six-month-olds, if they were briefly reminded by placing them in the same situation again during the interval, could remember the association for six weeks. The infants’ memories are heavily dependent on context; if you change the situation slightly, for example, by changing the color scheme of the crib in which the experiment is conducted, the infants are much worse at remembering the association (Rovee-Collier et al., 1992).

The types of memories we have described so far are implicit memories (memories for skills and procedures without conscious recall), and it is clear that young infants have them. Older infants begin to show signs that they have explicit memory (memory with conscious encoding and recall). Suppose an adult shows a child how to play with a novel toy, but does not let the infant play with it. After a delay, the infant is given the opportunity to play; the researchers look for the infant to imitate the behaviors previously modeled by the adult. Bauer and Wewerka (1995) used a procedure similar to this to show that one-year-old infants could remember an event 12 months later. Bauer and her colleagues have also shown that nine-month-old infants can remember events for one month if the modeled behavior is repeated one week after the first experience (Bauer et al., 2001). Researchers have demonstrated very impressive memory abilities in children of many ages, particularly if the events are meaningful to the child. For example, one study found that three- and four-year-olds could remember events from a trip to Disneyworld a year and a half earlier (Hamond & Fivush, 1991).

That is not to say that children’s memories are entirely reliable. Recall that the memories of adults can be easily distorted (Module 5). It turns out that children are even more susceptible to these kinds of memory distortions. In an extensive review of the psychological research on the issue, Bruck and Ceci (1999) concluded that children under 10, and especially preschoolers, are more easily misled into falsely remembering events than adults are. In one dramatic demonstration, Stephen Ceci and his colleagues (1994) were able to get almost 60% of preschoolers to falsely remember an event like getting their fingers caught in a mousetrap, simply by repeating a set of leading questions over an 11-week period.

In addition to the increased susceptibility to distortion, there are some clear differences between children’s and adult’s memories, with older people having better memory; an important source of the differences is the speed of mental processing. Other improvements seem more related to differences in memory strategy use or in some non-memory processes, rather than a fundamental difference in the way memory works. For example, short-term or working memory capacity increases with age, but the improvement likely reflects the role of background knowledge on memory (Dempster, 1978, 1985). One way you can see this is by observing children who are experts in chess; their working memory of chessboard positions is better than it is for unrelated strings of numbers, and more like the working memory of adults (Chi, 1978; Schneider et al., 1993).
So, infants and children have quite good, but by no means perfect, memories, which brings us back to the question with which we began this section: why do adults have almost no memories of events and episodes from early childhood? We have very few memories from earlier than six or seven, and memories of events that happened before three and a half are extremely rare. They are so rare, that it is more likely that they result from memory distortions than from actual memory. No one really knows why we have infantile amnesia, as it is called. There are two good candidate explanations we would like to share with you; both are related to the principles of encoding through recoding from Module 5:

- Because children younger than three and a half are still developing their language abilities, they often try to encode events into memory verbatim (in other words, exactly as it occurs). A verbatim memory trace, being relatively unconnected from the rest of knowledge in memory, may be difficult to access later on, so these memory traces die away from disuse. Older children and adults, because their language skills are more flexible, can encode an event in a richer narrative form, which makes it easier to access in the future (Ceci, 1993; Fivush & Hamond, 1990; Nelson, 1993). In essence, the memories are embedded in a network of other knowledge, so they can be retrieved again.

- The second possibility is related to the suggestion that in order to improve your memory for material, you can make it meaningful by applying it to yourself. Because children's self-concepts are developing over the first few years, the adult self may be trying to retrieve an event that happened to a different, child self (Fivush, 1988; Howe & Courage, 1993).

habituation (research technique): a technique that researchers use to demonstrate infant memory by showing that infants look longer at new objects than familiar ones

infantile amnesia: adults' near complete lack of memory for events from early childhood

We do not need to really talk about memory in adults because that is essentially what you saw in Module 5. Let us turn, then, to what may happen to our memories as we age. Many people fear “mental decline” when they age, and most probably do not mean intelligence or reasoning when they talk about it. Rather, they are referring to the dreaded “senior moment,” the unfortunate and apparently inevitable memory loss that we all have to look forward to. People in their 40's and many in their 50's often complain of senior moments. The truth of the matter is that memory decline for most people is very minor as they age. The decline is more of a perception than a reality. Although three-quarters of people older than fifty in the US report that they suffer from memory problems, only around one-third of the over fifty population, actually do (Arnst, 2003). It is true that the older one gets, the more likely memory problems become, but very few fifty-somethings are actually suffering from age-related memory problems, as that one-third rate also includes people in their 60's, 70's, 80's and beyond.

Two factors that contribute to our inflated perception of age-related memory declines are confirmation bias and expectation effects in perception (Module 1, Module 13). According to the confirmation bias, we have a tendency to notice and remember cases that confirm our belief, such as when a 60-year old man loses his car keys. We will fail to notice and remember cases that do not confirm our belief, such as a 22-year old student who misses class because he lost his car keys. Expectation effects will lead us to perceive forgetful behavior exhibited by different-aged people in a way that is consistent with our expectations. For example, an older faculty friend of ours reports that when he was a child, he used to forget a lot; he would forget to bring home his homework, and he lost several watches until his parents gave up and stopped buying them for him. His childhood forgetfulness was perceived as a reflection of the fact that he was careless and irresponsible. When he lost his wedding ring at age 25, it was because he was (still) irresponsible. In his early 30's, his forgetfulness was seen as evidence that he had become the prototypical “absent-minded professor.” In his early 40's when he used to go to the wrong parking lot at the end of the day because he forgot where he parked his
car, it was a consequence of the amount of stress in his life. Now that he is in his 50’s and he just locked himself out of his office because he forgets his keys for the fifth time this semester, it is a senior moment. Although we think you get the idea, we should emphasize that our colleague’s forgetfulness has been a constant throughout his life; it is only our expectations that lead us to perceive it as something different at different ages.

We will say this: memory decline in old age is big business. At the risk of being cynical, we might suggest that this fact contributes to the salience of “senior moments.” According to Consumer Reports, sales of supplements to aid memory doubled from 2006 – 2015 (Calderone, 2018). Consider the sadly typical story of the herb ginkgo biloba. This herb, an extract from leaves of the ginkgo tree, had been shown to slightly improve cognitive functioning in patients who are suffering from mild to moderate cognitive impairment, usually patients in the early stages of Alzheimer’s disease. When the herb was tested on people who are experiencing normal, age-related memory problems, the effects have been weak and inconsistent, however (Gold et al., 2002). Undeterred by the lack of support for ginkgo’s effectiveness, many manufacturers have sold the supplement to millions of normal individuals; it has been especially popular in Europe. Still today, it is readily available, despite the current consensus that there is no conclusive evidence that ginkgo helps for ANY condition (National Center for Complementary and Integrative Health, 2016).

Still, the quest is on for a serious cure for age-related memory decline. Business, having conquered those other scourges of the aged, impotence and baldness, has turned its attention to cognition, and they continually come to the party with a new cure. But when these supposed remedies are held under the light of research, the results have been equally bleak for other popular supplements, such as B vitamins and Omega 3 fatty acids (Kivipelto et al., 2017; Meng-Meng et al., 2014).

Many people have a preference for the quick fix, the easy solution. For example, many will take a diet drug rather than exercising and changing their eating behavior in order to control their weight. This is true even though most people know how important exercise is for controlling weight. In the case of age-related cognitive decline, however, many people do not even realize that there are two non-drug solutions to the problem. The first solution is to “use it or lose it.” Quite simply, people who continue to use their cognitive abilities as they age continue to be able to use them. In fact, a growing body of evidence suggests that many different activities, even non-intellectual ones, can help people retain their cognitive functioning as they age (Kramer, et al., 2004; Richards et al., 2003; Singh-Manoux et al., 2003).

The second solution is physical exercise, both aerobic exercise and strength training (Busse et al., 2009; Robitaille et al., 2014). Hmm, controlling weight and stemming cognitive decline from one solution. Maybe we should bottle this exercise thing and sell it.

**Changes in Reasoning and Intelligence**

Earlier in this module, we observed that reasoning develops in different domains, as children (and for that matter, adolescents and adults) gain knowledge and experience in those domains. For example, when children learn about biological categories, they begin to be able to reason about the types of properties that are essential for different animal types, for example (Gelman & Markman, 1986). As people gain more knowledge and experience in different subject areas, their reasoning often gets closer to what we would recognize as logical reasoning (Müller et al., 2001).

Perhaps because of this increased knowledge and experience, adolescents and adults are better than younger children at other types of reasoning and thinking as well. For example, they are better able to use analogies to solve problems (Moshman, 1998). In **analogical reasoning**, one understands a concept or solves a problem by noting similarities to another concept or problem. For example, an individual might learn about the behavior of the parts of an atom by realizing that an atom is like the solar system (Gentner, 1983). More broadly, adolescent thinkers become more deliberate in their reasoning, and their metacognitive skills improve (“thinking about thinking,” see Module 7; Campbell & Bickhard, 1986; Inhelder & Piaget, 1958; Moshman, 1990; 1994; 1998).

Popular wisdom holds that we reach various peaks in cognitive ability around age 30, followed by a gradual, but accelerating decline, a near–perfect parallel to the common beliefs about physical changes associated with aging. As
we have said before, however, popular wisdom is not always correct. In module 12 you learned that in reality, the physical declines are barely noticeable before age 50, and they can be dramatically slowed through physical activity. The news is even better with respect to cognitive changes. Many of the declines that people talk about reflect illness. In normal, healthy adults, some aspects of reasoning, intelligence, and memory do not decline at all and may even improve throughout the lifespan.

Many instructors who teach diverse groups of undergraduates (for example at a community college), notice a difference between “traditional” (i.e., 19 or 20 years old) and “non-traditional,” or returning students (i.e., older). In short, the older students seem better able to apply the course content, and this seems particularly true of those who were in their 40's and 50's. These instructors’ casual observations are supported by research.

Several decades ago, Raymond Cattell (1963) proposed a distinction between fluid and crystallized intelligence, a distinction that has withstood the test of time. **Fluid intelligence** refers to your speedy reasoning ability. Think of it as your ability to solve logic and math problems or brain teasers. It does look as if fluid intelligence reaches a peak at around age 30 and then begins its long decline, a result of a reduction in speed of mental processing (Salthouse, 1991; 1996). **Crystallized intelligence** is your accumulated store of knowledge and your ability to apply that knowledge to solve problems (Lemme, 2002; Sternberg, 1996). Crystallized intelligence continues to increase, at least through the 50's and perhaps throughout the lifespan (Baltes, 1987; Schaie, 1996). We do not believe it would be a stretch to note that crystallized intelligence is closely related to what we think of as wisdom. Thus the popular image of the wise elder may well be grounded in truth. It is also worth noting that fluid and crystallized intelligence constitute one key dimension of the CHC Theory of Intelligence you read about in Module 8.

**Debrief**

- What is your earliest memory? Are you willing to admit that the memory might not be a genuine one? How would you explain the persistence of this particular memory?
- Are you a good judge of other peoples’ goals, intentions, and beliefs, or do you often misconstrue them? How sophisticated is your theory of mind?

### 16.4 Cognitive Disorders of Aging

For some people, aging can be associated with cognitive decline, however. As people age, their risk of developing serious
disorders that can affect their cognitive functioning does increase. One key risk is a reduction of blood flow to areas of the brain. Although these can be minor, the extreme version, a stroke, is very severe. When a blood vessel that feeds an area of the brain is blocked or bursts, the neurons die in the sections of the brain that normally receive blood from the blood vessel. Strokes can be deadly; they are the third leading cause of death in the US, accounting for over 160,000 deaths per year. People who survive a stroke suffer from brain damage and a consequent loss of abilities, such as memory, movement, and speech. When the lost functions include cognitive abilities, a person is said to be suffering from [pb_glossary dementia]. Some stroke victims are able to regain some functions lost through the damage, however, a demonstration of adult brain plasticity.

stroke: a loss of blood flow to an area of the brain as a result of the blockage or bursting of a blood vessel.
The brain areas die from lack of oxygen, and the consequence is brain damage and some loss of abilities.
dementia: a serious loss of cognitive abilities as a result of disease or disorder

One severe disorder of aging, and the most important source of dementia, is Alzheimer's disease, a fatal and incurable affliction. There are two types of Alzheimer's disease. Early-onset Alzheimer's is quite rare and can strike as early as 30. Late-onset Alzheimer's disease by definition strikes after 65. Alzheimer's is a progressive disease; the symptoms start slowly and gradually worsen. Its most famous symptom is memory loss. A person in the early stages of Alzheimer's may occasionally forget the names of common objects or get lost in a familiar place. As the disease progresses, the memory problems become more severe, and Alzheimer's patients eventually wind up unable to recognize even their closest family members. Additional symptoms may include other cognitive problems such as confusion, loss of language and judgment skills, and personality changes. Eventually, they end up unable to care for themselves, and completely unresponsive. Death occurs an average of 8 years after the disease is diagnosed.

Because of people's awareness of the disorder and its tragic consequences, many middle-aged and elderly people fear that they are entering the early stages of Alzheimer's after occasional memory lapses. They are probably not. Although estimates of the incidence of Alzheimer's vary, one study estimated that about 4.3% of 75-year olds, 8.5% of 80-year olds, 16% of 85-year olds, and 28.5% of 90-year olds suffer from it (Brookmeyer et al., 1998). Another research team estimated that about 40% of 95-year olds also suffer from Alzheimer's (Ritchie & Kildea, 1995). Still, although the percentages of people affected are low for the younger groups, they translate into enormous numbers. In 2000, 4.5 million people in the US suffered from Alzheimer's (15 million worldwide in 2004), and given the projected growth of the elderly population over the next several decades, the US alone can expect to have up to 16 million Alzheimer's patients by 2050 (Hebert et al., 2003).

Because of these projections, a great deal of research effort is currently being devoted to discovering the causes of and treatments for Alzheimer's disease. Scientists have a pretty good handle on what happens to the brains of Alzheimer's patients, thanks to autopsies of victims and advanced brain-scanning techniques. They are still figuring out the causes, however. One key abnormality in the brains of Alzheimer's patients is the presence of tangles, twisted protein fibers inside the neurons. In addition, the neurons in Alzheimer's patient's brains are surrounded by globs of proteins called plaques. Research with mice has suggested that these plaques cause the dementia of Alzheimer's, rather than being a symptom of the disease. Masuo Ohno and colleagues (2004) genetically engineered mice to be prone to developing dementia but also to be unable to produce the specific protein that forms the plaques, called amyloid beta. The mice did not develop plaques, nor did they suffer from dementia. The plaques attack the brain somewhat selectively. Hardest hit are the hippocampus and parts of the cerebral cortex, areas that are keys for memory, language, judgment, and personality. The neurons that surround the plaques deteriorate, and the levels of acetylcholine, an important neurotransmitter for learning and memory, are very low.

Although genetic causes are likely part of the Alzheimer's story (see Module 8), scientists are still struggling to find
all of the causes. And the race is on to beat the enormous projected increase in Alzheimer’s disease resulting from the aging of the US population.

Alzheimer’s disease: a progressive, fatal disorder characterized by memory loss, other cognitive symptoms, and personality change

tangles: twisted protein fibers inside the brain's neurons in Alzheimer's disease patients

plaques: globs of protein that surround the brain's neurons in Alzheimer's disease patients
Many parents are proud of their children's physical and cognitive developments. Milestones in social development, the third type of development, elicit very different emotions from some parents when they witness them for the first time. Sure, they are proud the first time their daughter walks across the room, but they are overjoyed the first time she runs into their arms and hugs them. An infant's first smile, his obvious realization that you, his parent, will protect him and soothe his fears, his willingness or unwillingness to go to preschool without you, all are social developments, and for many parents, they are accompanied by strong emotions of happiness, fear, and even some sadness. And yes, some pride, too.

As we pointed out in Module 16, many key cognitive developments are closely related to social developments. This is particularly easy to see in infants. For example, think about the ability of newborn infants to recognize their mother's voice as soon as they are born, or more generally, in infants' apparent preference to attend to all things human. Clearly, these predispositions, abilities, and preferences are going to influence the processes through which children develop socially.

Cognitive developments might begin first, so they may be more fundamental, but one can make a good argument that social developments are really the goal. Infants and young children must use their fledgling cognitive abilities to learn how to get along in the world of other humans, that is, the social world. This module describes what some of the important social developments are and how they occur. Section 17.1 describes attachment, the emotional bonds that develop between an infant and one or more specific people, and how those bonds affect us throughout our lives. Section 17.2 covers issues related to the roles that parents and other caregivers play in their children's early social development. It describes the effects of different parenting styles, and physical punishment. Section 17.3 focuses on Erik Erikson's influential theory of psychosocial development and one of its major components, the development of our identity. Section 17.4 describes gender identity and explains how genders are different and how they are similar. Section 17.5 concludes the module with a discussion of the role of friendship in our social development.

Social Development

17.1 Developing Social Bonds: Attachment
17.2 Parenting Styles and Discipline
17.3 Developing Identity
17.4 Developing a Gender Identity
17.5 Friendship and Intimacy

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 17, you should be able to remember and describe:

- Attachment: Strange situation technique, secure attachment, resistant attachment, avoidant attachment, disoriented attachment (17.1)
Apply

By reading and thinking about how the concepts in Module 17 apply to real life, you should be able to:

- Recognize different attachment styles in young children (17.1)
- Recognize different parenting styles (17.2)
- Recognize examples of crises from Erikson's theory (17.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 17, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Recognize characteristics from attachment styles in your own relationships (17.1)
- Support your opinion about the use of physical punishment (17.2)

17.1 Social Bonds: Attachment

Our descriptions of infants so far have left out two of the most noticeable facts about them. First, they cry. Boy, do they cry. Surely, there must be some reason for this universal behavior. Second, infants are, shall we say, needy. They cannot feed or clean themselves, they cannot move around, they cannot keep themselves safe, and so on. To borrow from Blanche DuBois of Tennessee Williams's A Streetcar Named Desire, they are completely “dependent on the kindness of strangers.” You probably realize that these two facts are related to each other. Infants’ primary way of expressing their
needs is by crying. (By the way, although it is not critical for the points we want to make about crying, it is not a trivial observation that the characteristics of crying change as the infant develops, from a more-or-less automatic reflex to a conscious strategy; Thompson, 1998). What you may not realize is that these two facts are probably related to the most significant social development during the child's first year. In essence, infants move from being interested in all people to having a strong emotional bond with one person (or a small number of people), often with an accompanying fear of others.

Consider crying for a moment. Adults are quite good at judging differences in distress or emotion in infants' cries (Leger et al., 1996; Thompson et al., 1996). In addition, parents are good at recognizing their own child's cry from other children's (Gustafson et al., 1994). Finally, listening to an infant cry hurts. Really. Jeffrey Lorberbaum and his colleagues (1999) used fMRI to record brain activity while mothers listened to the sound of babies crying. The researchers found that the mothers' brains were active in the anterior cingulate cortex, a cortex area that is involved in the emotional distress that accompanies physical pain (Rainville et al., 1997).

Think about it. Infants cry when they need something. Parents are good at telling when the need is urgent and when it is their own child, so they can respond appropriately. Listening to crying hurts, so they want to respond to it. It all fits together so well. This pattern of infants expressing needs and parents responding to the need is an important component of that shift from infants' interest in humans in general to their emotional bond to individual people, as you will see in a moment.

Why Infants Are Attached to Caregivers

The emotional bond to specific people to which we have been referring is called attachment. Think about how some young children display this attachment when they are unsure but curious about a new situation—for example, a loud but interesting looking new person. They would grab onto their parent's legs and cautiously peer at the person from between their knees. At these times, it is easy to think that attachment means that parent and child are physically attached. Although there are many times when the attachment seems like a physical one—for example, when you can see a young child clinging to a parent during a threatening situation—attachment is defined as the emotional bond between the child and the other person. The other person can be, and often is, a parent, but it really can be anyone, another caregiver, a grandparent, an older sibling, and so on.

Let us think about the purposes of attachment for a moment. We just noted that physical clinging is common when a child feels threatened. Perhaps being attached to a parent provides safety for the child. You might imagine, then, that attachment serves some biological purpose. In other words, perhaps it is adaptive; offspring that stay near their parents are more likely to survive; therefore, the tendency can be passed on to future generations (Bowlby, 1982). It is clear that some kind of bonding mechanism between parent and offspring occurs throughout the animal kingdom, suggesting that the adaptive, evolutionary, explanation is correct.

What, then, might be the specific benefits that the child derives from being attached to a parent? Because the mother is the sole biological source of nourishment for an infant, it seems reasonable to suppose that attachment helps the infant stay near its food source. If that is true, then you would expect a child to be more attached to the caregiver that provides food than to other caregivers. Indeed, infants often do have a stronger attachment bond to their mothers than to anyone else. Early psychologists, such as the behaviorists made these observations and drew the very same conclusion, namely that attachment bonds form because the mother provides nourishment for the infant. Like too many sensible and obvious conclusions, however, it is wrong. The relationship between nourishment and attachment is a correlation only. Recall that a correlation is simply a relationship between two variables, and we are not permitted to draw causal conclusions from correlations alone. Mothers, and for that matter many other kinds of caregivers, provide much more than simply nourishment.

The discovery that a separate factor was responsible for attachment required the ingenuity to separate the provision of nourishment from other factors, and the ability to conduct research designed to disrupt the attachment bond
between a parent and offspring. Because such a study would be extremely unethical with human children, the important research was done by Harry Harlow with monkeys, during the 1950s. The factor that Harlow pitted against nourishment was body contact. Again, think about human infants. When they physically cling to a caregiver, it seems that they are rarely doing so to seek food. Rather, it is more likely comfort that they are seeking. Could it be that this comfort is the cause of the attachment bond? In his research, Harlow separated infant monkeys from their mothers and raised them with different kinds of “substitute mothers.” The substitutes were designed to provide nourishment, physical comfort (specifically, a soft, warm surface to cling to), or both. By varying these aspects of the substitute mothers, he was able to discover the importance of comfort over food. Specifically, some monkeys were raised with a single substitute mother that provided both comfort and food; this was a soft terrycloth “doll” that also provided food. Other monkeys were raised with the terrycloth mother and a separate “nourishment” mother, a wire model that simply provided the food. The results of the research were simple and straightforward. It did not really matter which substitute mother provided the food; the infant spent most of its time with the terrycloth “comfort” mother.

attachment: an emotional bond between a child and another specific person, often (but not necessarily) a parent

A YouTube element has been excluded from this version of the text. You can view it online here: https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=103
You can also access the video directly at: https://youtu.be/OrNBEhzig8I
Attachment Styles

If you spend some time around different children, you will notice that they do not all seem equally attached to their parents. Furthermore, the differences among the children can be observed quite early, certainly within the first year. Some of you might think about that and conclude that the attachment differences between children must reflect some differences that they were born with. Others of you might conclude that something must have happened to the children early in life to lead to these differences. You may both be right.

First, let us describe the common differences in attachment that we can observe among children before turning to the possible reasons. Psychologist Mary Ainsworth pioneered the research technique that has been commonly used to assess what is known as attachment style (Ainsworth et al., 1978). Through this technique, known as the Strange Situation technique, four different attachment styles have been identified: secure attachment, and three styles of insecure attachment—resistant attachment, avoidant attachment, and disoriented attachment.

The Strange Situation research is frequently conducted when the child is about one year old. In a typical study, an observer watches while the child plays with the mother in the room. After a few minutes a new person enters the room to play with the child for a few minutes, then the mother leaves. Then, the new person leaves and the mother returns. For a few more minutes, the mother and stranger alternate being in the room with the child, and the child is even left alone for a short time. Although the reactions of the child to each change in the situation are recorded, it is the response when the mother returns that is key; how does the child act during the reunion?

- Securely attached children (about 65% of children in the US) are happily reunited with the mother. If they had been distressed by the mother leaving, they are easily calmed upon her return.
- Resistant attached children (about 10% – 15% of children in the US) appear angry when the mother returns. They may push her way, or fight to be put down.
- Avoidant attached children (about 10% – 15% of children in the US) display little response when the mother returns. It almost looks as if the infant did not even realize the mother was gone.
- Disoriented attachment (about 5% – 10% of children in the US) display inconsistent behaviors when the mother returns. They may appear disoriented and confused and may want to be picked up, only to scream when they are. They may also show distress again after calming down.
So, what causes these differences in attachment style? Recall the discussion above about crying signifying an infant's needs and parents responding to it. Although all parents may be motivated to respond to an infant crying, not all do so the same way. The pattern of responding by the mother when the child is in distress is closely related to the child's attachment style. Mothers who are relatively unresponsive to their children often have children with avoidant attachment, mothers who respond inconsistently often have resistant or disoriented attached children, and mothers who respond appropriately often have securely attached children (Carbonell et al., 2002; Cox et al., 1992; Isabella, 1993).

Although we have been talking primarily about attachment to the mother, it is true that infants can be attached to several individual people. For example, van IJzendoorn and De Wolff (1997) found that fathers' responsiveness also predicts infants' secure attachment. It appears, then, that the pattern of parent responding causes the attachment style. This conclusion, also based on a correlation, is sensible, obvious and this time, at least partially right.

There is additional evidence that helps us conclude that parents' behavior influences the attachment style of an infant. For example, providing support services for at-risk mothers can increase secure attachment in their infants (Jacobson & Frye, 1991; Lyons-Ruth et al., 1990). Also, there are cross-cultural differences in attachment style, which strongly suggests that experience (that is, parent responsiveness) also plays an important role. For example, van IJzendoorn & Kroonenberg (1988) found that German infants were more likely than American and Japanese infants to have avoidant attachment. Japanese infants were more likely than American and German infants to have resistant attachment. In all three, however, secure attachment was the most common style.

There might be more to the story than parent responsiveness alone, however. As many parents of multiple children report, you can often recognize differences between children's personalities soon after birth. Some children cry a lot and are difficult to console; others seem rather content, you might even say easygoing. It is possible that these differences, called temperament, are partly responsible for differences in attachment style (Kagan, 1987; 1998).
Temperament refers to biologically-based differences in a person’s emotional and motor reactions to new stimuli, and tendencies regarding self-regulation. Also, because differences in temperament appear so early, they are very likely partially genetic (Ebstein et al., 2003).

To illustrate how it might work, suppose as a parent, you have a child with a difficult temperament; she cries frequently, and is very unpredictable and difficult to console. Sometimes when you pick her up, she stops crying right away, other times the crying goes on for hours. This type of behavior is essentially what a researcher would recognize as disoriented attachment. It is easy to imagine that your responding would grow to be inconsistent; sometimes you would respond right away, other times you might wait for a while. There you have it; a consistent pattern between the attachment style of the child and the responsiveness of the parent. But instead of parent responsiveness leading to attachment, we have infant temperament leading to attachment style, and then causing parent responsiveness.

Researchers, then, have been interested in the role of temperament, especially the genetic component of it, in infant attachment. Although some early studies indicated that it played a significant role, more recent research has failed to replicate some of these studies, and has indicated only a minor role of genetics and temperament (Oliveara & Fearon, 2019). The conclusion that most psychologists have drawn is that although a combination of infant temperament and genes, and parent responsiveness lead to the attachment style of the infant, genetics appear to play a relatively smaller role.

### Consequences of Attachment

Before moving on to a broader discussion of parenting behaviors, we should talk a little bit about why attachment has been such an important topic for psychologists to study. If attachment style manifests itself only in the Strange Situation research studies, psychologists’ attention to it would be a pretty pointless intellectual exercise. That appears not to be so. The attachment style that is established during infancy appears to be repeated in relationships with other people throughout life. It is as if infant attachment style forms a template that guides the developing child when forming later relationships (Sroufe & Fleeson, 1986). In an unexpected twist, genetics appears to play a stronger role in these attachment patterns for adolescents and adults than they do in the infant attachment we just described (Fearon et al., 2014; Franz et al., 2011).

Attachment style, as it turns out, ends up being related to a great deal of older child and adult social behavior. Researchers have examined the same children over time, a research design called a **longitudinal study**, in order to find out whether later behavior is indeed related to infant attachment style. A longitudinal study is a difficult and expensive way to do research, but it is the best way to discover changes in individual people. Studies have found that attachment style does predict later social behavior. For example, securely attached infants are more socially competent when they get older, are more empathetic, have higher self-esteem, and do better in school (Sroufe, et al. 2005; Urban et al. 1991). The most consistent attachment style over time is the disoriented attachment. Children with this style have problems with aggression and anger throughout the school years (Lyons-Ruth, 1996; Lyons-Ruth et al., 1997).

No one would claim that infant attachment style is the only determinant of social behavior during adulthood. Many life events, such as parents’ divorce, can also influence the way we form social relationships (Lewis, 1997). Even if it were the only important factor, infant attachment style can change as the child develops. Also, if the parent-child relationship
changes—for example, the mother or father grows more or less responsive—the child’s attachment style might change along with it (Thompson, 2000).

**longitudinal study**: a research technique in which groups of participants are followed over time in order to examine changes in individuals

---

**Debrief**

- Think about a current or recent close relationship in your life (romantic probably works best, but friendships will work, too). Use the four categories of attachment style and try to classify your relationship with the other person, as well as their relationship with you. Do the two of you seem to have the same attachment style? Do you think that your attachment style is the same or different for other relationships in your life?

---

### 17.2. Parenting Styles and Discipline

**Activate**

- Describe the following aspects about how your parents reared you:
  - How strict were they?
  - How many rules were there, what kind of rules, and how well were they explained to you?
  - Did they use physical punishment?

- Describe the same aspects of your own parenting style—your expected style if you are not yet a parent, or your actual style if you are.

Parents differ from each other in much more than simply their responsiveness to their children. Some parents feel that their role is to control their children, and they employ harsh discipline, firm rules, and physical punishment. Others prefer to let children make their own choices and provide very few rules and little guidance. Still others think of themselves in more of a guiding role; they explain the purposes of rules and allow their children to develop as independent thinkers. Some parents spend a great deal of time with their children, others because of career and work obligations are with them for only a couple of hours each day. There are a great many aspects that we can use to describe differences among parents. Many of these differences influence the way that children develop socially, and they could be the topic of an entire book. Indeed, there are dozens of advice books covering many parenting strategies and behaviors.
In this section, we will describe two key topics: parenting styles and physical punishment. Each has been the subject of substantial research and in some cases, significant news coverage.

**Parenting styles**

The most heavily researched difference among parents has probably been parenting style. Diana Baumrind (1989) identified four major styles of parenting: authoritarian, authoritative, permissive, and neglecting. Researchers over the years have found several differences in the adjustment of children whose parents have different parenting styles.

**Authoritarian parents** rule with very firm rules and harsh discipline, often using physical punishment. They seek to teach their children to obey. **Permissive parents** have few rules, instead letting the children set their own courses. **Authoritative parents** seek to guide their children to make the right choices. Although they have firm rules, similar to authoritarian parents, authoritative parents can be flexible; they allow the children some say in formulating rules. They see their role more to teach than to control; therefore, they spend a lot of time explaining reasons for rules to the children. The fourth style, **disengaged or neglecting parents**, is just what it sounds like, a parenting style marked by leaving the children alone. Of the four, it is clearly the worst style, and is actually a sufficient cause for a court to suspend someone’s parental rights.

Of course, the four styles are not equally effective. Children who have authoritative parents are better adjusted than those with authoritarian or permissive parents (and children of neglecting parents fare very poorly). Children of authoritative parents—particularly compared to children of authoritarian parents—are more independent, less anxious, and friendlier and more competent in social situations; they also have high self-esteem (Baumrind, 1989; 1991; Kaufmann et al., 2000; Maccoby & Martin, 1983). This point is worth emphasizing because some people believe that harsh discipline is necessary to have well-behaved, well-adjusted children. There is very little evidence suggesting that such parenting is superior to authoritative parenting, and a great deal of evidence suggesting the opposite. For example, one study of 10,000 high school students across a wide range of ethnicities, family structures, socioeconomic statuses, and types of community found that children of authoritative parents tended to do better in school, were more self-reliant, had less psychological distress, and had fewer behavior problems (Steinberg et al., 1991).

<table>
<thead>
<tr>
<th>Authoritarian parenting</th>
<th>Parenting style characterized by demands for unquestioning obedience; often makes use of harsh and physical punishment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authoritative parenting</td>
<td>Parenting style characterized by firm rules for children, along with explanation of the rules and an opportunity for children to have some autonomy <strong>permissive parenting</strong>; parenting style characterized by few demands and rules for children</td>
</tr>
<tr>
<td>Neglecting (disengaged) parenting</td>
<td>Parenting style characterized by a lack of attention to and care for children</td>
</tr>
</tbody>
</table>

Before completely condemning authoritarian parenting, however, we have to admit that there are alternative interpretations of the research results. Perhaps you have already realized that, similar to what we saw for attachment, the relationship between parenting style and adjustment is a correlation. Again, we are not permitted to draw causal conclusions because of the directionality and third variable problems (see Module 2). Consider the directionality problem. Just as we saw in the role of temperament on attachment, it may be the case that easygoing, well-adjusted children allow parents to adopt a more flexible, authoritative parenting style. Indeed, several psychologists have
suggested that such child-to-parent effects, as they are called, can explain a lot of the relationship between parenting style and adjustment (e.g., Bell, 1968; Harris, 1995; 1998; Rowe, 2002).

We also have a version of the third variable problem preventing us from concluding that parenting styles cause differences in adjustment. In short, one variable that could lead to both is genes; again, the description parallels what we just saw for attachment. Specifically, perhaps a parent is an easygoing, authoritative parent and a child an easygoing, well-adjusted child because of genes that they share. Behavioral genetics examinations of personality have revealed heritabilities for many personality characteristics in the 30%–50% range (Ebstein et al., 2003). In other words, about 30% to 50% of the variation in personality characteristics in the population can be attributed to genetic differences. The parent-child shared genetic contributions to personality could certainly account for some of the correspondence between parenting style and child outcomes.

Given the plausible directionality and third variable alternative explanations, you may be tempted to completely discount the role of parenting effects. A few psychologists have indeed assigned a minor role to parenting styles (Harris, 1995). What we really need is some experiments to help us draw the causal conclusion. Unfortunately, not many have been conducted. For example, Philip and Carolyn Cowan (2002) randomly assigned 100 couples with a child entering kindergarten to one of three groups: two groups participated in 16 weekly discussions with other parents (led by a pair of psychologists), and the third was a control group that had no discussions. One of the discussion groups had a special emphasis on parenting issues, and the other on marital issues. The Cowans found that parents in the parenting discussion group increased their authoritative parenting behavior, and as a result their children adapted to school better than the control group did. Even more interesting, the parents who participated in the marital discussion group also increased their authoritative parenting, and their children fared better in school, too.

Rather than continuing to look for straightforward parenting effects, many researchers have become interested in the possibility that parenting styles do not affect all children equally (Bates et al., 1998). Most psychologists believe that children’s adjustment reflects a combination of genetic effects, child-to-parent effects, parenting styles, and other environmental forces such as peer influences (Maccoby, 2002).

Physical Punishment

A parenting tool common in authoritarian parents, but present among all styles, is physical punishment, or spanking. The estimates of the frequency of physical punishment in the US vary widely, from 37% – 80% of parents (Gershoff et al., 2018; Finkelhor et al., 2019). The discrepancy largely results from different methodologies, particularly with respect to the ages of the children included in the study (younger children are more likely to be spanked than older children are). It is probably safe to say that the majority of parents in the US have used physical punishment, though.

The key question, of course, is does all this spanking create better children? This has been the subject of debates over the years. One of the key problems is that ethical concerns make it difficult to conduct the type of research that allow confident casual conclusions (of course, you remember that this is the experimental research design, right? If not, we recommend that you go back to Module 2, if not now, at least before your final exam in this class). The primary research method that has been used is a longitudinal design, which is technically a correlational design.

Further complicating matters, or so it seems, is the fact that the research is not entirely consistent. There are some studies that show spanking is associated with poorer outcomes, some that do not. And media accounts have continued to report these controversies, with article titles like Spanking Can Be an Appropriate Form of Child Discipline (Pingleton, 2014) and Meet the Scientists Who Haven’t Given Up on Spanking (Pelley, 2018). One final bit of apparent contradiction and complication: 30% of members of the American Psychological Association surveyed in 2016 did not agree that spanking is harmful to children (Gershoff, 2018). It is a requirement to have a PhD in psychology to be a member of APA, so this certainly seems like a legitimate scientific controversy that has not yet been settled.
But hold on, things are not so simple. Or is it things are not so complicated? We are starting to confuse ourselves here. Let us clarify. And we will start by simplifying; the science is largely settled. Spanking is harmful to children.

We will let the American Psychological Association speak for itself. From the Resolution on Physical Discipline of Children By Parents (APA, 2019):

“...the American Psychological Association recognizes that scientific evidence demonstrates the negative effects of physical discipline of children by caregivers and thereby recommends that caregivers use alternative forms of discipline that are associated with more positive outcomes for children.”

And how about the American Academy of Pediatrics, who have had a policy against physical punishment for many years? Here is an excerpt from their 2018 revision. It is their strongest statement against the practice yet:

“Parents, other caregivers, and adults interacting with children and adolescents should not use corporal punishment (including hitting and spanking), either in anger or as a punishment for or consequence of misbehavior, nor should they use any disciplinary strategy, including verbal abuse, that causes shame or humiliation.”

It is true that longitudinal studies are correlational. In essence, we are stuck with the same kinds of difficulties that we had when trying to draw conclusions about the roles of parent responsiveness on attachment and parenting style on adjustment. Physical punishment is consistently associated with negative outcomes, but is it the case that the spanking caused the poor outcomes, or that the poorly behaved children caused parents to spank them more? Gershoff et al. (2018) produced an excellent explanation of the scientific conclusion that physical punishment is harmful and ineffective, and they did it by following an important historical model. No one doubts that smoking causes lung cancer, despite the fact that there are no experimental studies on humans. Gershoff and her colleagues applied the same criteria used to evaluate the appropriateness of causal conclusions from the smoking-lung cancer non-experimental research to the research on physical punishment to produce a very convincing case that spanking causes poor outcomes and spanking does not produce better-behaved children.

So what are these poor outcomes to which we keep referring?

A well-known meta-analysis found that children who are spanked have lower levels of moral internalization (essentially, learning that what they did was wrong and taking responsibility for it), lower quality of parent-child relationship, worse childhood and adulthood mental health, higher childhood and adulthood levels of aggression, and higher childhood antisocial behavior (Gershoff 2002). Ouch.

The one “positive” outcome? Immediate compliance. The quotation marks, of course, are intended to convey that this only seems like a positive outcome. In reality, it is one of the key factors that lead parents to believe that spanking is effective. But even here, it is not doing what they think it is. Although spanking often stops a behavior in the short term, the long-term results are less promising. Essentially, children learn how to avoid the spanking, sometimes by making sure that they commit the behavior only in situations in which they are unlikely to be caught (Johnston, 1972). Picture the 13-year old who is spanked for using profanity at the dinner table. He is likely to stop swearing in the presence of his parents, but unlikely to do so with his friends.

Some critics have charged that research showing negative effects combined mild physical punishment with harsher punishment that crosses over the line to abuse, and that only lower quality studies have found negative effects. Gershoff and Grogan-Kaylor (2016) conducted a new meta-analysis that addressed these concerns. They found separate effects for lower-level and harsher physical punishment. They also found no evidence that the size of the negative effects varied according to the measure of study quality they employed.

Still, spanking does have some adherents. Even they admit, however, that spanking should be occasional and mild (Baumrind et al., 2002; Larzelere & Kuhn, 2005). The problem is, children are often judged most in need of a spanking when they have committed an act that has frustrated, insulted, or angered a parent. In short, the time that the parent probably most wants to spank the child is the exact time that the “mild swat” is most likely to spiral into an anger-fueled abusive episode. If parents accept the advice that they should wait until they are not angry when they spank, they force themselves to contradict one of the principles of the effective use of punishment. You might recall that consequences are much more effective at influencing behavior if they are immediate (Module 6). If it takes a parent an hour after a child’s infraction to calm down enough to administer a controlled swat, the time for the effective use of the punishment has long passed. Also, it is worth considering what the word discipline means; it comes from the same Latin root as
the word disciple. It means to teach. The goal of discipline is not simply to stop unwanted behaviors; it is also to teach wanted behaviors. Punishment, physical or otherwise, is designed only to stop specific behaviors. There is no guarantee that unwanted behaviors will be replaced by appropriate ones.

What can we conclude from these sometimes confusing results about the role of parents? First, because of the genetics/temperament/personality issues, it is safe to say that parents’ behaviors are not as strong an influence as some believe. At the same time, few psychologists have gone so far as to say that parents are unimportant, rather than that they are one of several influences. Second, there is growing agreement that a one-size-fits-all approach to parenting is inappropriate, so it can be difficult to track the individual influence of a parent’s behaviors. Third, there is a widespread, but not universal, agreement that the negative aspects of physical punishment outweigh any possible benefits. There is a good possibility that physical punishment and authoritarian parenting cause problems such as aggression, antisocial behavior, and poor relationships between parents and children. Keep in mind that very few psychologists are out there advocating strongly that physical punishment (and authoritarian parenting) is better than alternative techniques, only that they might not be worse.

Let us conclude this section by returning to two lingering problems. What about the news articles in favor of spanking and the 30% of APA members who are not against spanking? Well, part of the answer comes from the seven tips for evaluating information that we shared with you in Module 1. In particular, we think a version of what we called the myth of two equal sides is going on with respect to the evaluation of research. The number of studies that find that spanking is not harmful is quite small. The overall evaluation of the whole body of research has led to the two most appropriate professional associations (the American Psychological Association and the American Academy of Pediatrics) to produce unequivocal recommendations that parents NOT use physical punishment under any circumstances. As for the 30% of APA members, we cannot be sure because we do not know who the respondents are, but there are a significant number of psychologists who do not endorse a scientific, evidence-based approach to psychology. We believe this is a serious problem in the discipline and will describe it more fully in Module 31.

Debrief

• Did this section lead you to reconsider any personal decision you had made regarding your own parenting practices? Why or why not?

17.3. Development of Identity: Learning Who You Are

Activate

• Answer the following question at least five different ways: Who are you? Include only the important aspects of your identity. At what age did these aspects solidify in your view of yourself?

Life is hard. And we are not even talking about school. Throughout your life you have had to learn how to survive in the physical and social world. You had to learn which kinds of situations were safe and how to navigate the social landscape.
There were friends to make, rivals to best, enemies to avoid. Each task may require a unique set of abilities. Is it any wonder that many psychologists over the years have characterized human life as a monumental struggle?

Erik Erikson was one of those psychologists. He is one of the most famous social developmental psychologists, and his theory guided a great deal of research throughout the second half of the 20th century. Erikson divided the entire lifespan into eight separate stages; during each, he explained, we are faced with particular kinds of conflicts or challenges. Social development proceeds through our resolution of these conflicts, or the way that we meet the challenges. The “footprints” of the challenges are left on our later personalities, as they influence the way that we approach later social relationships.

**Erikson’s Stages of Psychosocial Development**

<table>
<thead>
<tr>
<th>Age</th>
<th>Stage (Challenge)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infant</td>
<td>Trust</td>
<td>Is the world (i.e., parents) something that I can rely on when I am in need?</td>
</tr>
<tr>
<td>Toddler</td>
<td>Autonomy</td>
<td>Toddler learns that he or she can do things for him or her self; parents still exert control, however, causing conflict.</td>
</tr>
<tr>
<td>Preschool aged</td>
<td>Initiative</td>
<td>Similar to autonomy, preschooler begins to form friendships, pulls away from parents, who may pull back.</td>
</tr>
<tr>
<td>Elementary school aged</td>
<td>Competence</td>
<td>This is the teasing age. How does the young child cope with the challenges of making friends and meeting with peer approval?</td>
</tr>
<tr>
<td>Adolescent</td>
<td>Identity</td>
<td>The struggle to discover “who I am.” (see Module 15 for details)</td>
</tr>
<tr>
<td>Young adult</td>
<td>Intimacy</td>
<td>The struggle to learn how to share one's innermost thoughts and feelings with other close people.</td>
</tr>
<tr>
<td>Middle adult</td>
<td>Generativity</td>
<td>The adult begins to wonder, “what do I really want out of life?” Some begin to devote themselves to generativity, that is, making the world better for the future. Others stagnate and become quite materialistic at this time.</td>
</tr>
<tr>
<td>Older adult</td>
<td>Older adult</td>
<td>Nearing the end of life, the adult looks back at family, career, social, intellectual accomplishments. Is there a feeling of integrity, or one of despair?</td>
</tr>
</tbody>
</table>

https://youtube.com/watch?v=aYCBdZLCDBQ%3Ffeature%3Doembed%26rel%3D0
You can also access the video directly at: [https://youtu.be/aYCBdZLCDBQ](https://youtu.be/aYCBdZLCDBQ)

As you read the descriptions of the eight stages, you may have two reactions that correspond to the major evaluations of Erikson's theory. First, he was right on the money about the types of challenges that many people face throughout their lives. Second, the timing seems off. Although it does seem correct that we face important challenges and that our response to those challenges will influence our later social relationships, the challenges probably do not come so neatly packaged into particular stages of life. Rather, the challenges may occur at any time throughout life and in no particular order.

This section will expand on one of Erikson's key challenges, developing an identity, to illustrate how they can span well beyond a single life stage. Your **identity** is your sense of self, the important aspects of your life that make you a unique person. Most people have a very strong sense that their identity is constant, but the reality is that identity is formed and modified throughout your life.

**identity**: people's sense of self, the important aspects of their lives that make them unique
Self-Awareness in Infancy and Childhood

The first step along the path to establishing a solid identity is to realize that you are an individual person. This is not as ridiculous as it may sound. Recall from Module 16 that the first time an infant is absorbed watching her hand move, she may not even realize that it is her hand, under her control. A key accomplishment during Piaget's sensorimotor stage is for the infant to realize that objects exist apart from the self. Part of that key cognitive development comes from the realization that there is such a thing as the self.

To be sure, infants love looking at their reflection. If you hold an infant up in front of the mirror, she is likely to kick her legs excitedly, coo, or laugh. But this response is a bit like a dog that barks at its own reflection, thinking it another dog. How do we know that? That is, how do we know that a young infant does not realize that the baby in the mirror is a reflection of her? Suppose you manage to sneak a sticker onto the child's nose without her knowledge. When she sees the baby in the mirror, will she reach for her own nose, or will she reach for the mirror? If the infant is under 15 months old, she will probably reach for the mirror; if she is over 18 months, she will reach for her own nose. Thus, the child's realization that she is the baby in the mirror develops during this period (Butterworth, 1992; Schneider-Rosen & Cicchetti, 1991). After this time, the infant begins to focus on and think about herself. She can experience emotions such as embarrassment and pride, and will soon learn to recognize photographs of herself (Bullock & Lutkenhaus, 1990; Lewis, 1990).

Development of thinking about the self seems to parallel, or at least closely follow the development of a theory of mind (Module 16; Wellman, 1993). For example, children begin to think more clearly about their own intentions and plans, and develop the ability to systematically about pursuing goals during the ages of 5 to 7. Psychologists call it the 9 to 5 shift. Just kidding. They call it the 5 – 7 year shift (Sameroff & Haith, 1996).

5 – 7 year shift: Developmental period during which children become more intentional and systematic in their planning and goal pursuit

Adolescent Identity Crisis and Emotional Turmoil

Erik Erikson thought of adolescence as a time of crisis, as the teenager struggles to figure out who he or she is. Researchers have found that he was at least partially right. Because of the physical, cognitive, and social changes that occur, identity does appear to become key in adolescence (Grotevant, 1998). Research is less supportive of the idea that the search becomes a crisis, however.

Erikson was not the first psychologist to think of adolescence as a turbulent time. Over 100 years ago, one of the pioneers of psychology, G. Stanley Hall, characterized adolescence as a period of “storm and stress.” The accepted wisdom is still that adolescence is a time of extreme turmoil, filled with risky behavior, explosive conflict with parents, and moodiness (Arnett, 1999). Public perceptions are clear: many people in the US believe that adolescence is a very difficult time (Buchanan et al., 1990; Buchanan & Holmbeck, 1998).

But is it really? Is adolescence really a time filled with frequent mood swings, excessive risk-taking, and constant fights with parents? The answer is a resounding, “sort of.” It is true that “storm and stress” are more likely during adolescence than at other times of life. The turmoil is by no means a sure thing, however, and when it does occur, it tends to be less dramatic than in the movies, which, by their very nature, must be dramatic. Come on, would you pay thirteen dollars (plus six dollars for popcorn) to watch 112 minutes of a fourteen-year old spending quiet time with, speaking respectfully to, and not arguing with her parents? In reality, there are large individual differences, and many adolescents do not have
much conflict with their parents. Even in families that do experience a lot of conflict, adolescents and their parents still report that they have a good relationship with each other (Arnett, 1999).

The famous adolescent mood swings are based in reality, however. Adolescents do report more extreme moods, especially negative ones, than adults report (Arnett, 1999; Larson and Richards, 1994). But contrary to public opinion, the mood swings are probably not the result of “raging hormones.” Researchers found that the mood swings were not related to the stage of puberty an adolescent was experiencing, which would be tied to the kinds and levels of hormones; instead, they suggested that the causes were cognitive and environmental (Larson & Richards, 1994).

Finally, it is also true that adolescents are more likely to engage in risky behavior than at other times in their lives. Risky driving and sexual behavior, criminal behavior, and substance abuse all tend to peak during the adolescent years (Arnett, 1992; 1999; Moffitt, 1993). Although there are individual differences as in the other areas of storm and stress, most adolescents occasionally engage in at least one kind of risky behavior (Arnett, 1992). It’s important to note that while research suggests that risk-taking behaviors are more likely to occur during adolescents, new research indicates that there are some adolescent risk-taking behaviors that have decreased in the last 30 years including unprotected sex and substance use among (Arnett, 2018).

Emotional turmoil, when it does occur, may very well be related to the struggle to form an identity independent from parents. A typical adolescent belief is that no one, especially parents, understands them. Originally, psychologists viewed this as solely a cognitive issue. Specifically, they believed it was a version of Piaget’s egocentrism that applied to adolescents (Elkind, 1985; Elkind & Bowen, 1979). More recently, some psychologists have proposed that adolescents’ feelings of being misunderstood may be more an effect of social development, specifically establishing one’s identity. Key parts of the process of establishing one’s own identity are paying extra attention to the self and separating the self from parents. During these processes, many adolescents tend to exaggerate their differences from other people. They (correctly) notice their own uniqueness, and they (probably incorrectly) believe that because they are so different from everyone else, no one—especially parents—can possibly understand them (Lapsley, 1993; Vartanian, 2000). Many adolescents struggling with their identity come to think that other people notice them as much as they notice themselves, as if they are on a stage in front of an “imaginary audience” (Elkind, 1976; O’Conner, 1995). Adolescents who have difficulty during the process of establishing an identity—in other words, those who suffer an identity crisis—are especially likely to adopt these “egocentric” beliefs.

So, identity formation can be a struggle, but is it a crisis? For example, think about one of literature’s best-known examples of an adolescent in the throes of an identity crisis, Holden Caulfield from J. D. Salinger’s The Catcher in the Rye. During the course of a single weekend, Holden is expelled from school and reveals that he cannot relate socially to people with whom he comes in contact. He despises and ridicules his roommate, yet Holden clearly envies him. He also expresses a deep-seated need to protect the innocence of childhood, part of his identity that he is giving up as he approaches adulthood. Increasingly alienated, depressed, and hopeless, Holden ends up in a hospital unable to cope with his crisis.

How accurate was Salinger’s portrayal of an adolescent struggle for identity? One of the great appeals of the novel is that teenagers can identify with Holden Caulfield. Individual readers recognize pieces of themselves in small aspects of Holden’s experiences. Very few people experience a weekend as dramatic as Holden Caulfield’s, however. In reality, as you might have guessed from the earlier discussion about emotional turmoil in general, the search for an identity is not as much a crisis as is commonly assumed. Although a crisis may occur, it is by no means necessary (Grotevant, 1998). For many people, it is a better characterization of the process to call it an exploration. Some people choose an identity without much fanfare and searching, others seemingly never do (Grotevant, 1998; Marcia et al., 1993). Many adolescents do, however, engage in active exploration, and for some of these people, identity search can be a crisis. As we are sure you realize, identity is a very complex concept; individuals may experience a crisis for some aspects of identity, such as gender, sexual orientation, ethnicity, or religion, but not for others.
Identity Development Beyond Adolescence

Although forming an individual identity is a critical task during adolescence, refining your sense of who you are is a lifelong process. People have many opportunities throughout their lives to reassess and redefine their identities (Yoder, 2000). For example, becoming a parent can force a profound change in someone's identity.

Erik Erikson (1950) proposed that a person's occupational choice was a key part of his or her identity. Think of how adults in the US introduce themselves. Very often they give their name and then their title or occupation (“I'm JoAnn; I'm an accountant”) rather than referring to their geographical history or family status (“I grew up in Colorado Springs” or “I'm the middle daughter in my family”). But occupational identity is rarely constant throughout your life. Career counselors commonly advise students who are graduating from college today that they can expect to have an average of four different careers (not jobs within the same career, but completely different careers) during their lifetimes. Each career change is likely to entail a significant revision of your identity.

Aspects of Identity

Although it is clear that people's identities develop over time, it does not really feel that way. Quite the contrary, your identity feels like the part of you that does not change; it is what makes you, you. One possible explanation of this contradiction is that some aspects of your identity seem freely chosen, such as career or religious affiliation, and others, such as sex or ethnicity, are assigned to you. It may be that the assigned aspects of one's identity play the key role in providing that sense of continuity, despite changes in other aspects. Even the chosen aspects are often conceived in relation to the unchosen aspects (Grotevant 1992; 1993). For example, a female adolescent may choose a career based on her gender identity. Thus, even the chosen and changing aspects of identity are tied to the invariant, assigned ones. We will finish our coverage of identity by discussing three different sources of identity, one chosen, one assigned, and one somewhere in the middle. Note, we will address a fourth aspect of identity, gender in Module 26.

Religious affiliation: A chosen aspect of identity

The majority of people throughout the world affiliate themselves with a specific religion, and for many it is among the most important aspects of their identities. Although there are certainly areas throughout the world where people are not exactly free to choose their religion, citizens of the US and the rest of the western world do have that choice.

According to the CIA World Factbook (2020), the World and the US are represented by the following religions:

<table>
<thead>
<tr>
<th>Religion</th>
<th>World</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christian*</td>
<td>31%</td>
<td>69%</td>
</tr>
<tr>
<td>Muslim</td>
<td>24%</td>
<td></td>
</tr>
<tr>
<td>Hindu</td>
<td>15%</td>
<td></td>
</tr>
<tr>
<td>Buddhist</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>Folk religions</td>
<td>6%</td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>0.2%</td>
<td>2%</td>
</tr>
<tr>
<td>Other religions</td>
<td>1%</td>
<td>6%</td>
</tr>
<tr>
<td>Unaffiliated</td>
<td>16%</td>
<td>23%</td>
</tr>
</tbody>
</table>
Note that the US figures are listed for some individual Christian religions, rather than for Christianity overall. As a consequence, some of the “Other Religions” may be Christian as well.

The two most prominent differences between the US and the rest of the world are the percentages of Christians (69% versus 31%) and Muslims (0% versus 24%). Although nearly one-quarter of the world’s population is Muslim, less than 1% of the US is, according to the CIA World Factbook. (Another estimate of the number of Muslims in the US is 3.45 million, which corresponds to a bit over 1%; Pew Research Center, 2018) Obviously, there is an extraordinary difference between the distribution of religions in the US and the rest of the world.

In one key way, however, the United States may have more in common with deeply religious Muslim-populated countries than with the Western European and North American countries more similar in terms of religious affiliations. The US is quite religious. More people believe in God, attend church regularly, pray at least occasionally, and read the Bible in the US than in any other western country. Although religious commitment in the US has remained higher than other nations, it has begun to decline recently, however (Pew Research Center, 2019).

Religion, of course, is not a monolithic concept. Some aspects of religious identity lead to good outcomes, others to bad. Religious commitment, or religiosity, is often related to good deeds. The relationships are not always strong and straightforward, but they are there. For example, religious people—especially those who adopt a flexible, questioning attitude toward their religion—are likely to help people in need (Batson et al., 1989; Batson et al. 2001). Researchers occasionally question the motives of some religious helpers. For example, some religious people help only because they want to look like helpers (Batson & Gray, 1981). Still, it is difficult to criticize them, because they are embracing an aspect of identity that encourages them to do good deeds.

Religious intolerance, on the other hand, just like any intolerance, leads to bad outcomes. One of the driving forces behind atrocities committed throughout history is an overabundance of religious identity and the unwillingness to accept alternative religious viewpoints. Religious fundamentalism is the belief that one's own religion is the sole legitimate source of fundamental truths about humanity and deity (Altemeyer & Hunsberger, 1992). The fundamentalist is required to fight against those who oppose this truth. Thus, fundamentalism, which can be an element of any religious affiliation, essentially includes intolerance as a defining feature. Fortunately, strict fundamentalism is atypical among the world's religious people, but the seeds of intolerance are often present in any person with a strong religious identity. For example, researchers have shown that religiosity is positively related to prejudice (Batson et al., 1993; Dittes, 1969).

Many people have a set of experiences that lead them to assess their faith and affirm religious beliefs as a key part of their identity. In the classic case, such conversion, as it is called, is swift and radical, following the Biblical story of Paul, who converted to Christianity suddenly when he received a visit from Jesus in the form of a voice and a bright light while traveling. You should realize that conversion can work both ways; people can also have revelatory experiences that lead them away from religious beliefs (Roo£ & Hadaway, 1979).

Perhaps the key source of religious identity is socialization. In short, children learn their religious beliefs and the strength of those beliefs from other people in their lives. Some of that learning takes place in a formal educational setting. For a great many people, however, parents play the primary socialization role. So, although people are free to choose the religious aspects of their identities, many end up adopting their parents’ beliefs. If you examine the degree to which people identify with their parents’ religion as they mature, the agreement between parents’ and children's attitudes about religion, or the self-reported influence that parents had on their children's religious beliefs, the conclusion is the same. Parents play a very important role in the development of religious identity (Spilka et al., 2003). As we have seen in other aspects of life, parental influence wanes through adolescence; in the case of religion, the decrease of parental influence is fairly late, around traditional college-age (Ozorak, 1989). Even during adolescence,
when general disagreements with parents may be at their highest level, parents and children still tend to agree on many issues related to religion (Glass et al., 1986; Hunsberger, 1985). As you might guess, parent influence on religious identity is strongest when the parent and child have a high-quality relationship (Bao et al., 1999; Myers, 1996).

As we are sure you realize, religious identity is related to additional aspects of an individual's social identity. For example, one researcher has identified in Christian adults attachment styles with God that resemble the secure and insecure attachments that researchers have observed in infants (Kirkpatrick 1992; 2002). Some research has also found that religious individuals trust others more than non-religious individuals do. Religiosity is also related to people's stated beliefs (but not always their behaviors) about morality, marriage, non-marital sex, love, and homosexuality (Lefevor et al., 2019; McFarland et al., 2011; Pew Research Center, 2017).

**Ethnicity: An assigned aspect of identity**

Another key aspect of identity for many people is ethnicity. You can choose your religion, but you cannot typically choose which ethnic group you belong to. Ethnic minority adolescents are faced with the double-sided problem of fitting into the majority culture while keeping elements of the ethnic minority group culture in their identities (Erikson, 1968; Phinney et al. 2000). Adolescents who are members of a majority ethnic group are less likely to acknowledge their ethnicity as an important aspect of their identity, so these issues pertain mostly to members of minority groups (Phinney, 1990).

Successful development of ethnic minority identity within the context of the majority culture leads to good feelings about the self, the majority culture, and one's ethnic group. A positive ethnic identity also leads to good feelings about other ethnic groups (Phinney, et al., 1997).

It is not always smooth sailing, however. Media depictions and news reports of adult members of ethnic minority groups as morally and socially bankrupt can make it difficult for children to find positive role models, an important step in developing a positive ethnic identity (Glassner, 1999). Adolescents who understand that their options in life may be limited by the ethnic group to which they belong also have trouble developing a positive ethnic identity. Indeed, the stress associated with the problems of forging an ethnic identity can lead to depression, anxiety, and other psychological problems (Caldwell et al., 2002).

Prejudice and discrimination in the larger culture against members of minority groups can also stand in the way of minority adolescents’ attempts to develop a positive attitude about their ethnic group. The problem of discrimination is compounded by the fact that many members of the majority culture are unaware of it. For example, white respondents in the US have consistently rated racial relations and racial discrimination better than black respondents over the past 20 years (Davis, 2020). (By the way, we are writing this book in the immediate aftermath of the worldwide protests against systemic racism that resulted from the George Floyd killing. There has been a rapid change in these attitudes as a result, which we will describe in more detail in Module 21.)

Because of these complications and difficulties, ethnic minority adolescents in the US often form their identity in a different way than white adolescents do. For example, ethnic minority college students may be more likely to engage in extended exploration of their identity options than white students are (Phinney & Alipuria, 1990). On the other hand, because options often seem limited for members of minority groups, many wind up doing less exploration, essentially accepting the identity designation that the dominant culture assigns to them (Streitmatter, 1988).

**Nationality: An aspect of identity in the middle**

Some political scientists have characterized much of the turmoil in the world as a conflict between dramatically different national and cultural identities, a sort of “clash of civilizations” (Huntington, 1998). For some people, cultural or national identity is something assigned to them by virtue of the location in which they were born. Others, such as
immigrants who become citizens of their adopted countries, make a very conscious decision to change their national identity. Researchers have discovered that individuals who immigrate to the United States, for example, often do reassess their identity during adulthood (Birman & Trickett, 2001).

On what do people base a national identity? Many observers have noted that shared religion, language, and ethnicity are among the most important keys to developing a strong national identity. Paradoxically, citizens of the US have had among the strongest national identities in the world over the years despite lacking many of the characteristics commonly thought to be important. As the famous “melting pot,” we are ethnically and racially diverse, we prohibit the establishment of a single religion, and our residents speak many different languages. What we do share, though, is a common history and commitment to ideals such as democracy and freedom. And for many years that was sufficient to create a very strong national identity and a great deal of national pride among the citizens of the US. For example, surveys consistently found that US citizens report levels of pride that are among the highest rates of any country in the world (Smith & Jarkko, 2001). In recent years, however, national pride has been declining in the US to an all-time low of 63% who are extremely or very proud to be American in 2020 (from a high of 92% in 2003; Branan, 2020). Political and racial divisions that have grown deeper over the last several years are related (and perhaps responsible for) this dramatic and rapid decrease.

You should realize that it is not a simple matter to state that national pride is automatically good, or as some people claim, national pride is automatically bad. When a country has extremely high levels of pride and a strong sense of ethnic identity, it can lead to abuse of people with other ethnic identities. In addition, nations that are seen as too proud can be resented by other countries throughout the world. At the same time, however, the rapid decline of pride in the US, as at least a reflection of the increasing (and increasingly damaging) political and racial divisions cannot be seen as a positive development, at least not yet. If it triggers a serious reflection that leads to real improvement in relationships across the political aisle and among different ethnic and racial groups, then we can change our assessment. Only time will tell, however.

**Debrief**

- When you wrote down aspects of your identity in the Activate section, did you include your ethnicity, nationality, or religion among the important parts?
- Have you ever suffered from an identity crisis? If so, was it for your whole identity or just for specific aspects? How difficult was the experience? When do you expect the next period of adjustment for your identity will come?

### 17.4. Developing Gender Identity

**Activate**

- What are some important (non-anatomical) differences between men and women? What do you think the causes of those differences are?
Do you tend to have traditional or non-traditional attitudes about the behavior that's appropriate for females and males?

The concept of gender is complicated. While as previously mentioned, sex is more or less determined by nature or genes (except in cases of surgical transformation from one sex to another); gender is more obviously an interaction between nature and the environment. In essence, gender is a person's feelings about their masculinity or femininity within a given culture. There are two related concepts you should think about when you examine gender in psychology. **Gender identity** is a person's inner feelings about being male or female. **Gender roles** are the behaviors that a particular culture finds acceptable for males versus females.

The next thing we have to do is clarify something important. A person's sex (based on their genitals, chromosomes, or internal organs) is not the same thing as their gender identity. Well, the simplest way to think about it is by considering the match or mismatch between an individual's gender and biological sex. People for whom the two-match are referred to as **cisgender**. Individuals whose gender identity mismatch their biological sex are **transgender**.

Actually, psychologists have begun to recognize that gender identity is not even really binary. Some individuals are a mixture of genders, for example, **bigender**, in which someone identifies as both genders. Others are **genderfluid**, in which gender varies over time (from one to the other to both or neither). For example, Jonathan Van Ness, one of the stars of the Netflix show, Queer Eye has been quoted: “...somedays I feel like a boy and somedays I feel like a girl” (Tirado, 2019). Still, others do not identify with a gender at all, which is known as **agender**.

Underlying most psychological and everyday interest in the concept of gender is the obvious observation that men and women differ from each other. The important questions are how much and why?

**agender**: denotes a person who does not identify with a gender

**bigender**: denotes a person who identifies with both genders

**cisgender**: denotes a person who identifies as the gender that matches their biological sex

**genderfluid**: denotes a person whose gender identity changes over time

**gender identity**: a person's inner feelings about being male or female

**gender role**: the behaviors that a particular culture finds acceptable for males versus females

**transgender**: denotes a person whose gender identity does not match their biological sex

---

**How Different are Females and Males?**

The dominant themes in all of the gender conceptions is maleness and femaleness, whether we are talking about presence and absence, stability, or degrees. For that reason, it is helpful to focus on that binary conception, as long as you remember observations about non-binariness that we just shared.

The short answer to this main question is that males and females differ enough in many characteristics that you will be able to notice the difference but won't be able to predict anything about a person from their gender. Researchers typically report gender differences as an average difference between males and females. The size of that difference is,
without exception, quite small. Furthermore, differences within a gender are, without exception, quite large. As a result, you will routinely find individuals who "violate" the gender difference.

Complicating matters somewhat is the unfortunate fact that most of the gender differences you have probably heard about are probably the oversimplified, “newspaper headline” kind. Let us illustrate with an example. “Everyone knows” that females are the emotional gender. Emotion is quite a complex phenomenon, however. There are specific aspects of emotions on which males and females tend to differ, such as emotional expressiveness. Females on average tend to be more emotionally expressive than males (Kring & Gordon, 1998). There is very wide variability within genders. There are females who are extremely expressive and females who are not, and there are males who are extremely expressive and males who are not. The result is that the average difference between males and females is dwarfed by the differences within the genders, and you will encounter many males, for example, who are more expressive than the average female. Thus, you cannot make any predictions about a person’s emotional expressiveness from knowing his or her gender.

At the same time, some gender differences are definitely noticeable. For example, Alice Eagly (1995) has noted that although within-gender variation is much larger than the average gender difference for frequency of smiling, 65% of females and 35% of males smile more than the average person.

Remember these points any time you hear, for example, that girls are better than boys in verbal ability and boys are better than girls in math. Girls do tend to learn language earlier than boys, and boys are more likely to have reading problems, but overall the differences are small and some of them tend to get smaller as children develop (Hyde & Linn, 1988). With respect to math, boys on average are better than girls at math problem solving, but only after adolescence. They also are overrepresented among the very small number of people who have very high math ability (Benbow et al., 2000). On the other hand, girls on average are better than boys at computation, and the genders are equal in how well they understand math concepts (Hyde et al., 1990).

Why are Females and Males Different?

We are going to shift back to talking about biological sex now because a portion of our explanations for gender differences relies on it. Some people think that men and women are exactly alike; others that they are so different that they may as well be from different planets (Gray, 1993; 2008, no relation to one of the co-authors of this book). Contrary to both extreme views, research has shown consistent, noticeable, if small, average differences between men and women, or between boys and girls on various characteristics (Hyde, 2005). The question that remains is the origins of those differences. We can look at both nature (genes and hormones) and nurture (social learning). In order to describe the two types of influences clearly, let us pretend for a moment that it is either nature or nurture and discuss them separately.

A temporary dichotomy, part 1: Genes and hormones

In Module 15, you saw the important role of genes and hormones in the prenatal development of sex organs. Further, you saw in Module 22 that the two probably play a role in the childhood gender nonconformity that is strongly associated with non-heterosexual orientations. Although the notion has been controversial through the years, it is clear by now that biology plays a central role in the development of gender differences between boys and girls, beyond the obvious anatomical differences. Do not make the mistake of oversimplifying, however. Accepting the role of biological factors is not to deny a role for social factors—remember, this is a temporary dichotomy. You have seen a number of times in this book—for example, in the section on parenting styles—that psychological phenomena are always an interaction between nature and nurture. In some cases, it is not even clear how to distinguish between nature and nurture. Consider the prenatal role of hormones in gender development. Hormones are clearly biological substances, produced by a fetus on indirect orders from an X or Y chromosome. On the other hand, some hormones originate in the environment outside of
the fetus, and the amounts of hormones produced by the fetus can be influenced by environmental factors. When it gets right down to it, it is difficult to clearly classify hormones as nature or nurture. In Module 22, we referred to hormones as a part of the non-social environment. We include them with genes on the nature side this time to draw a sharper distinction with the social environment explanations we will be sharing soon.

Prenatal hormones, in addition to their role in differentiation of fetal sex organs, play an important role in our gender identity through differentiation of our brains (Dennis, 2004; Maccoby, 2000; Ruble & Martin, 1998). Experimental research with rats has indicated that exposing a female prenatally to high levels of male hormones leads the females to learn to navigate a maze as well as males (male rats typically outperform females). It is tricky to generalize research results like this to humans; after all, we only know a few people whom we would equate with rats. There are cases of accidental or naturally occurring human prenatal exposure to the “wrong” sex hormones, however, and they are consistent with the rat research. For example, some fetuses have been exposed to a synthetically produced hormone, progesterin, which is chemically similar to some androgens. It has been used as a drug for women who are at risk for miscarriages. Female children whose mothers received the drug exhibit some behaviors more commonly considered male-typical, such as aggression and independence (Reinisch & Saunders, 1984; Reinisch, 1981). Other children have suffered from genetic conditions that have caused them to receive too much or too little of the gender-appropriate hormones. Here, too, the research has tended to confirm the experimental results with rats. For example, some genetic girls suffer from a disorder called congenital adrenal hyperplasia. Their adrenal glands produce too many androgens during prenatal development (Ruble & Martin, 1998). Sometimes, when doctors catch it early, the condition is reversed, and the infants are raised as girls. Although they have a female gender identity, it is not as strongly female as in girls who had not been exposed to high levels of androgens (Collaer & Hines, 1995).

There are likely other direct effects of genes on gender formation, as well, but researchers have not yet uncovered details about what these effects might be (Dennis, 2004). Research with mice, for example, has found that some genes begin to express themselves differently in male versus female brains before hormones begin to play a role (Dewing et al., 2003). Altogether, we have a persuasive case for a critical role of hormones and genes on the development of differences between men and women. Let us now turn to the other side of the coin, to the role of social learning.

A temporary dichotomy, part 2: Social learning

There is little doubt that parents, other relatives, peers, and society have different expectations for boys and girls; these expectations are called gender roles. It is from the communication of these expectations—which begins essentially at birth—that children learn their own gender identity. From the first days of life, boys and girls are treated differently by many people that they encounter. Although parents often try to treat children of opposite genders similarly they do not always succeed. For example, a group of adults participating in a research study were given a one-year-old infant (not their own child) to engage in play. Each baby was addressed half the time as a girl, and half the time as a boy. When the baby was a “boy” the adults offered more boy-typical toys and encouraged more active play. When the baby was a “girl” the adults engaged in more nurturing style of play (Frisch, 1979).

Many parents do not even try to treat their female and male children similarly. But among those who do, there are many other messages in the environment that convey gender roles. Even if each individual message has only a small effect, the cumulative effect can be quite substantial. For example, imagine the birth of a baby girl whose parents disapprove of “girl” versus “boy” treatment. Well-meaning friends and relatives might want to respect the wishes of the parents, but they might also long to indulge their desire to dress a girl. So, they attempt to satisfy both goals. They very generously gave the infant girl two sets of clothes each. One relative gives her a yellow outfit to satisfy the parents and the pink one that they loved so much. Another gives a multicolored jumpsuit to keep the parents happy and a pink one that they could not resist. A third even gives a blue outfit. Oh, and there is that pink one that was on sale. And so on. At the end, half of the clothes the new daughter receives as gifts were pink, and the other half were spread among several other colors.

There are many possible sources of gender role information. In addition to the differential treatment of boys and girls,
there is role modeling. Parents, siblings, teachers, peers, and the media have all contributed (Ruble & Martin, 1998). For example, a young boy would develop expectations about men's and women's roles by observing the division of household chores between his mother and father.

How Do Thinking and Gender Identity Interact?

When you meet a new classmate, one of the first facts you notice about the person is gender. It is worth noting that this is a cognitive phenomenon. Recall the discussion in Module 16 about Piaget’s conceptual schemes. They are used to interpret new experiences and to help us understand the world. Many modern researchers refer to these mental representations of categories as **schemas**. Gender, because it is emphasized in many (perhaps all) cultures, turns out to be a very important schema for people.

Sandra Bem (1981; 1993) has proposed a gender schema theory to explain how our gender-related cognitions help shape our gender identity. It is a great theory with which we can remind you of the interaction between cognitive and social development. A schema for a complex concept, such as male or female, would consist of a lot of information, such as physical characteristics, typical behaviors and activities, and so on. Gender schemas do more than simply helping us to recognize a particular person as male or female. They help organize and guide all of our knowledge about the concept. If a particular schema becomes active in memory, it means a great deal of related knowledge is available. The schema leads you to notice information consistent with it and to neglect information inconsistent with it. For example, suppose your schema for male contains the information that men are aggressive. You will tend to notice cases of men being aggressive. If this mental habit reminds you of the confirmation bias that we told you about in Modules 1 and 7, you should ask your professor for extra credit. The biasing power of a schema is indeed very closely related to the confirmation bias.

People also apply their gender schemas to themselves. Their expectations about the important aspects of gender can lead them to engage in “gender-appropriate” behaviors. In addition, they can compare their own behavior to their schema to help figure out aspects of their own gender. For example, an assertive woman whose gender schema contains the information that women are submissive may think of herself as less feminine. You can now begin to see how a person’s way of thinking about gender becomes an important determinant of that person’s gender identity.

**schema**: a mental representation of a category

---

**Debrief**

- Try to think of some errors that you have made about someone else, or that someone else has made about you as a result of assuming something from your gender. Did the error lead to any conflict or bad feelings?
17.5 Friendship and Intimacy

Friendships begin very early in life. But there are profound differences between the friendships you can observe between young children and between a pair of twenty-year-olds. These differences roughly correspond to the person's developing capacity for emotional intimacy. Again we will return to childhood to help us understand friendship and intimacy later in life.

What is friendship? This turns out to be a difficult question for psychologists to answer, in part because friendship can mean different things to different people. With so many different kinds of relationships between people, it is not surprising that there would be disagreement regarding what constitutes a friendship. Let me propose that we define friendship as a relationship between two people that they choose to create and that is based on mutual affection or fondness or liking. According to this definition, shared interests and activities—for example, between classmates, teammates, or co-workers—are not by themselves sufficient bases for friendship, although friendship can develop from them. Other characteristics that people might like to include in a definition of friendship, such as trusting and self-disclosing, might be more useful at judging the strength or quality of a friendship, rather than whether or not the relationship is a friendship.

**friendship**: a relationship between two people that they choose to create and is based on mutual affection

**Childhood Friendship**

Many of the young infants' cognitive abilities seem especially geared to promoting the growth of social relationships. These abilities are not applied solely to caregivers and other adults, however, and they are very important components of developing friendships. Infants show a great interest in other infants, at least by the last three months of the first year; for example, they commonly look at, smile at, and imitate each other (Rubin et al., 1998). During the second year, infants' social interactions become quite a bit more active and impressive, often involving games of mutual imitation of complex behavior (Brownell, 1990; Hanna & Meltzoff, 1993; Ross, 1982). Although you cannot always tell by the behavior that goes on in my household, two-year-olds also know how to take turns. These older infants' interest in other children is selective; they choose to associate with some children and not with others (Strayer, 1990). They prefer familiar and sociable playmates, and children that have similar behavioral tendencies and other characteristics (Howes, 1983; 1988;
Rubin et al., 1994). Thus, with the children’s demonstration of preferences, even these early relationships contain an important component of friendship.

You can see the increasing complexity of social interactions among preschoolers by examining the ways that they play. Most children between the ages of two and five engage in solitary, group, and parallel play (playing alongside other children, but not really with them), so it is not simply whether or not the child plays alone that reveals their social development. Rather, it appears that parallel play serves a different function for older preschoolers; it is an important way for the children to approach each other. First, they play next to each other, and then they begin to play together (Bakeman & Brownlee, 1980). Another difference that emerges during the later preschool years is a large increase in the frequency of pretend play. Although literally child’s play, a five-year-olds’ ability to share meanings and symbols with playmates through pretending shows a remarkable repertoire of cognitive and social abilities. They must be able to imagine and fulfill complementary roles, such as husband and wife when playing “house,” and the children must agree with each other about the roles and the rules by which pretend scenarios will operate (Rubin, Bukowski, & Parker, 1998). Again, this sharing and collaborating between young children, important as they are for increasing bonds of affection, indicate an increased capacity to form and retain friendships.

Despite these impressive social abilities in evidence in their relationships, young children still define their friendships based on shared activities; they are friends because they do things or play with the same toys together (Berndt & Perry, 1986; Hartup, 1993). It is during the elementary and middle school years that we see a shift toward a less “object-oriented” definition of friendship. By age 10, children realize that friends need each other, that they stick up for and are loyal to each other, and that they share interests and not simply activities (Bigelow, 1977; Zarbatany, McDougall et al., 2000). They have been moving toward it for a while, but children at this age are now ready to begin their attempts at building intimacy. They make efforts to understand each other and are self-disclosing, able to share private thoughts, fears, and feelings (Bigelow, 1977; Clark & Bittle, 1992; Hamm, 2000). Think about the game “Truth or Dare.” When a group of nine-year-olds plays this game, it often devolves quickly into an uninterrupted succession of goofy dares. Twelve-year-old friends, on the other hand, are likely to include many “truth” rounds, in which the players take turns disclosing their private thoughts.
adolescent and adult friendship

adolescents continue the trend of redefining friendship to include shared thoughts and feelings, and loyalty (berndt & perry, 1990). what they are doing is increasingly recognizing the importance of quality friendships (berndt, 2002) and emphasizing intimacy in their friendships (buhrmester, 1996). they also become less possessive. younger children often act as if friendship is exclusive: if he is my friend, he cannot be yours. adolescents recognize that their friends can have other friends (rubin, bukowski, & parker, 1998). in part because of their increasing focus on friendship quality, adolescents depend on their friends more than younger children do. they also depend more on their friends than on their parents to meet their emotional needs (furman & buhrmester, 1992), and they spend much more time with friends than parents—in one study, double the amount of time (csikszentmihalyi & larson, 1984). as was true for younger children, adolescents are similar to their friends; similarity is more broadly defined, however. for example, adolescent friends tend to have similar ethnicities, genders, school achievement, and attitudes about many aspects of life (hamm, 2000; hartup, 1993; youniss & haynie, 1992).
Friendship in young adulthood changes in a way that most people would guess. Because parenting and work require so much time and effort in young adults' lives, their friendships often end up tied to these activities. Newlyweds have the largest number of friends, more even than children and adolescents (Hartup & Stevens, 1999). As people get older, their circle of friends gets smaller. Time spent with friends declines steadily, from one-third of an adolescent’s waking hours to less than 10% of a middle-aged person's day.

Friendship in adulthood resembles friendship in adolescence in important ways. Both types of friendships are characterized by intimacy and self-disclosure, and emotional support. Adolescent and adult friendships differ mainly in the contexts in which these behaviors occur; an adolescent friend may provide emotional support during a breakup with a steady boyfriend or girlfriend, while an adult friend does so during a divorce.

Psychologists have paid a great deal of attention to gender differences in friendship. On the whole, women tend to report higher levels of intimacy in their friendships than men do. Women’s friendships tend to be based more on talking and providing emotional support for each other, whereas men's tend to be based more on sharing activities (Sapadin, 1988). In this way, then, many men's friendships are reminiscent of young children's friendships. Now, we are not saying that men are children. Many men do have friendships in which self-disclosure and support are key features, and the differences between men and women grow smaller later in life.

Some other characteristics of our friendships change as we age, as well. According to the socio-emotional selectivity theory (Carstensen et al., 1999), our circle of friends grows smaller and more selective. As we age, we are more motivated to seek positive emotions and have less need for friends to serve information needs, resulting in a more carefully chosen, and therefore smaller, group of friends.

We will have quite a bit more to say about friendship and other intimate relationships in Module 23, when we take a non-developmental approach to some of these concepts, so stay tuned.

**Debrief**

- Think about your best male friend and your best female friend. Are the differences between the two friendships consistent with the general differences between men's and women's friendships?
- At what age did emotional intimacy become an important aspect of your friendships? What were your friendships like before and after this time?
18. Module 18: Developmental Psychology: The Divide and Conquer Strategy

Remember and Understand

By reading and studying Module 18, you should be able to remember and describe:

- Agenda setting by major theories in (developmental) psychology: Piaget and Erikson
- The divide and conquer strategy in psychology research
- Dividing and conquering in developmental psychology: development as a perspective, division by topics, division by chronology
- Problems with dividing and conquering
- Closing the loop: relationship between cognitive and social development, Vygotsky's sociocultural theory of cognitive development

Developmental psychology, like several of the other subfields and the field of psychology as a whole, has progressed in an odd-seeming direction. You might expect that progress would occur by building up small theories into larger ones. One psychologist develops a theory about children's memory, another about children's problem solving, and a theory about childhood cognition in general emerges from an integration of these and other theories. You might recognize this process as analogous to bottom-up processing in perception, through which we recognize objects by building up, or integrating, individual features (Module 13). Instead, the early influential theories were often quite broad, attempting to explain fully some major aspect of psychology. These major theories then functioned as frameworks, setting the research agenda for later psychologists to follow—analogous to the way that top-down processing in perception guides our recognition of particular objects.

The two most famous developmental psychologists are cases in point. Jean Piaget formulated a comprehensive theory of cognitive development, and Erik Erikson, one of psychosocial development. Piaget sought to explain how a child's understanding of and reasoning about the entire world develop, and Erikson's theory was intended to show how challenges and crises that we encounter throughout life profoundly influence all of our future social interactions and developments. Many observers consider Piaget the first true developmental psychologist. Child development researchers prior to Piaget devoted themselves to cataloging the developmental milestones that were expected in normal children (Hunt, 2007). But the contributions of these earlier psychologists, because they were not guided by theories, are largely forgotten today. Although Piaget was not the first psychologist to study children, he was the first to offer a comprehensive theory of a major aspect of development. Nearly all research in cognitive development since Piaget's time has been a reaction to his work. We have little doubt that one of the key aspects of Erik Erikson's work that has led to his lasting influence is, similarly, the fact that he was the first psychologist to propose a theory of development that spanned the entire life (Hunt, 2007).

This “agenda setting” characteristic of early major theories is a key element of a psychologist's lasting influence. Consider the big-name researchers and thinkers from early psychology, such as Piaget, B.F. Skinner, Erikson, and Sigmund Freud. Many of their theories are not currently accepted, but they set the research agendas that still guide much of the current work in psychology. For instance, it seems unlikely that James Marcia would have thought to examine what happens during the search for identity and whether the search occurs exclusively in adolescence had Erikson not proposed identity formation as a key task of adolescence. Once the search for identity was a legitimate topic of psychological inquiry, researchers like Jean Phinney could examine important questions about specific aspects
of identity, such as ethnicity. The contributions of these later researchers are part of the incremental process through which scientific theories are refined and sometimes replaced (Module 14).

Starting with comprehensive theories works well because it helps individual researchers choose questions to examine that others will find interesting. For a scientist, it is not enough to conduct good research. You also have to conduct research that other scientists will want to read. If each researcher randomly chooses a topic to examine, there will be very little common ground for researchers with different specific interests to talk about. On the other hand, if two researchers begin with alternative explanations for Piaget's observation that three-year olds have difficulty taking someone else's perspective, they automatically have something to talk (or argue) about. The two explanations may compete with each other or they may complement each other to form a more accurate explanation of phenomena originally covered by Piaget’s theory. But this creative tension can only happen if Piaget’s theory already exists.

The Divide and Conquer Strategy in Psychology Research

Many students, when they try to generate their own research ideas in their psychology classes, often begin by thinking like Piaget and Erikson. They try to propose research that can answer every question about some complex phenomenon. As faculty members, we appreciate their interest and ambition, but the truth is most research does not proceed that way. Instead, researchers use a strategy that can be called divide and conquer to progress from a comprehensive, agenda-setting theory to an actual research project that they can reasonably complete. Individual researchers choose small elements from a broad theory or from a complex phenomenon, and they develop research ideas that pertain to those specific elements. They may then conduct entire programs of research, interrelated sets of studies that span years or decades, that are in-depth examinations of small chunks of the complex phenomena and theories.

For example, Renee Baillargeon, among her other research programs, has been publishing research on infants’ understanding of object permanence since 1985. Her early research demonstrated that infants have at least a primitive understanding of object permanence, realizing that unseen objects existed much earlier than Piaget proposed, at five or even three and a half months (Baillargeon et al., 1985; Baillargeon, 1987). As her research progressed, it demonstrated that infants as young as five months old have a solid understanding of object permanence, or at least one that lasts for 6 – 7 minutes (Luo et al., 2003). Recently, theories based on her research have begun to explain why infants retain some knowledge about unseen objects— for example, that impossible events like one object passing through another cannot occur, but do not retain knowledge about other aspects— for example, when the number of unseen objects changes (Stavans et al., 2019).

Casual observers might believe that focusing on such a limited phenomenon is boring or, worse, trivial. What these people fail to realize is that we have gained a far more thorough understanding of the important concept of object permanence through Baillargeon's work through the years than if she had not persisted in examining this small piece of the puzzle.
In a similar way, most modern researchers opt for depth over breadth, choosing to become an expert about a very limited set of phenomena. If there are enough researchers throughout psychology becoming experts in their own small sections of the field, the result is a rich, detailed research literature that ends up covering the whole field. In essence, you get breadth, not from a single researcher, but from all of the researchers.

When you join the ranks of scientific researchers in psychology, you have several decisions you must make that relate to dividing and conquering. The first choices are made when you apply to graduate school. As we like to tell our students, no one has a PhD in psychology. Students earn a PhD in ___ psychology, where the blank is filled in with one of the subfields. Along the way to earning the degree, you become an expert in that specific subfield and not necessarily in any others. Many students are surprised to discover that someone can earn a PhD in cognitive psychology and know very little about clinical psychology, for example. Instructors of General Psychology, by the way, are an important exception. New teachers learn a great deal about the subfields that they may have neglected as a graduate student when they begin to teach General Psychology. Unfortunately, not everyone has the opportunity to teach General Psychology, however, and many psychologists remain relatively uninformed about topics outside of their area of expertise.

Other choices you would make as a psychology researcher are related to how the subfields themselves are organized. Developmental psychology may be the most complex subfield, with many different organizing schemes possible. Psychology subfields are usually divided according to topics. For example, a social psychologist studies topics that are related to the ways that people think about, influence, and relate to one another (Unit 5). A cognitive psychologist examines topics that are related to the use, understanding, and communication of knowledge (Unit2). Developmental psychology is a little bit different. Although we tend to think of it as a subfield, it really is more of a perspective, in other words, a way of looking at any topic in psychology (Module 1) Whereas a cognitive psychologist may choose to study problem-solving, and a social psychologist may choose to study aggression, a developmental psychologist might choose
either topic and examine how it changes or develops through different points in the lifespan. Any specific topic, then, maybe examined developmentally. Indeed, if you examine a textbook in Developmental Psychology, you will find many topics that are also covered in other textbooks. This is not redundancy; it is a difference in perspective, the distinction between what a phenomenon is versus how it develops.

A good example of that difference in this book is the different treatment of identity and self-concept. There are psychologists who talk about identity and those who talk about self-concept. You might very well wonder whether there is a difference between the two. Both refer to people’s sense of self, their knowledge and beliefs about what the essential aspects of their attitudes, characteristics, and behaviors are. The difference between the two concepts is one of focus and perspective. Psychologists who refer to “identity” are more likely to focus on how it emerges, following the groundbreaking work of Erik Erikson. Thus, they tend to examine identity from a developmental perspective. They are also likely to focus on the adolescent years because that is when Erikson proposed people formed their identities. Psychologists who refer to “self-concept” are more likely to be social psychologists; their focus is less on how it develops, and more on what it contains. Because this unit has been about developmental psychology, we have focused on the development of identity for now. Later, in Module 26, we will return to these ideas in the context of social psychology and talk more about the contents of people’s self-concepts.

Once the subfield is chosen, a budding researcher narrows their focus by selecting specific topics to specialize in. For example, a cognitive psychologist may choose to do research on problem-solving, reasoning, or memory (among other topics). A developmental psychologist may choose to do research on attachment, identity, or object permanence. There is really no end to researchers’ opportunities to specialize and sub-specialize. For example, an identity researcher might decide to focus on the negative effects of early adoption of an ethnic/racial identity in Asian American adolescent girls.

Another important organizational distinction, one that applies only to developmental psychology, is between a chronological and a topical division of the subfield. Individual researchers in developmental psychology tend to select both topics and ages to study. For example, you may choose to study working memory in infancy, childhood, adolescence, or adulthood. Some researchers specialize even further, focusing on infants under 6 months old or young adults between 25 and 40, for example. Others broaden their view by examining changes as individuals move from one age group to another, or even throughout the lifespan.

**divide-and-conquer strategy**: A strategy in which individual researchers choose small elements from a broad theory or from a complex phenomenon, and they develop research ideas that pertain to those specific elements.

**Problems with the Divide and Conquer Strategy**

So, the divide and conquer strategy affords researchers the opportunity to make incremental scientific progress and creates enclaves of psychologists who have common interests. You may have picked up on a danger associated with dividing and conquering, however. Recall that by becoming an expert in one area of psychology, researchers might end up relatively uninformed about other areas. In order for the divide and conquer strategy to be completely successful, we need to remember that it is only part of the process. After dividing and conquering individual areas, we need to close the loop, so to speak, by looking for ways to reintegrate the divided areas. Unfortunately, however, reintegrating is extremely difficult for several reasons.
Few Psychologists Work at Closing the Loop

Earlier, we presented divide and conquer as if researchers freely chose the strategy. Although it is true that how you divide is a choice, whether you divide is not. Quite simply, it is necessary to divide and conquer. The subject matter of psychology is too large and complex to be tackled all at once. The overwhelming quantity that makes dividing necessary is precisely what makes reintegrating an imposing prospect.

It is a full-time job for a researcher in psychology to study his or her piece of the puzzle. It is no one’s full-time job to assemble the individual pieces. Reintegration requires a researcher to look beyond his or her own research area and keep current by reading research produced in other areas. Let us show you how unrealistic that task can be. The American Psychological Association maintains a database of descriptions of scholarly work in psychology, comprising journal articles, edited and authored books, and book chapters reporting research. The database is called PsycINFO; if you do not learn about it in your General Psychology course, you almost certainly will if you take additional classes in psychology. In June 2020, PsycINFO covered over 1,700 different journals. Each journal publishes from 3 to 12 issues per year, and each issue has several research articles. Using conservative estimates of four issues per year and six articles per issue, it works out to almost 41,000 journal articles published in psychology every year. On top of that, there is research presented at scientific conventions and in many scholarly books, and recently, researchers have been sharing their research on pre-print servers (brand new research that has not been peer-reviewed yet). It is, we are sure you will agree, an overwhelming quantity of research.

If a researcher tries to read even 1% of the journal articles published per year, he or she would need to finish more than one article per day, every day of the year. Psychology researchers who are employed as college professors, as the very large majority are, are paid to produce research and to teach, so the reading has to take place during their spare time. Suffice it to say that no one is able to keep up with more than a very small portion of current research. Because it is a full-time job to produce and keep up with research in your own corner of the field, there are relatively few opportunities to communicate with people outside of your area.

Other Viewpoints are Neglected

When researchers are not careful about reintegrating, a divide and conquer mentality can lead to serious oversights. In essence, divide and conquer sometimes becomes divide and conquer and forget about the rest. For example, throughout most of its history, the psychology of religion has really been closer to the psychology of Christianity (Hood et al., 2018). Viewpoints from other religious traditions have all too often been overlooked.

The subfields of psychology are not immune to the dangers of neglect and oversight. Over the years, many cognitive psychologists have simplified their research by excluding social factors. For example, a researcher who is interested in problem-solving from a purely cognitive point of view would likely focus on things like the speed with which the problem was solved and the way the answer was determined and not pay attention to whether or not a problem solver was anxious. Many researchers conduct studies and never consider how they know that their research participants are motivated to complete their projects. By focusing too closely on the “topic” of the research study, we might leave out important details that could affect the interpretation of the results.

One key oversight that has taken place throughout the history of psychology is culture. Many researchers through the years have focused solely on psychological processes within a single culture; in some cases, researchers have devoted an entire career to studying phenomena by doing experiments with students at a single college. What if people from somewhere else are different? The cross-cultural differences that I have outlined throughout this book just scratch the surface of the differences among people across the world. You should realize that there are entire courses on cross-cultural psychology, and many psychologists who do not focus on this approach are not well informed about the findings. This can be an enormous oversight, by the way. Whenever there are large differences between Western
and Non-Western cultures, for example, it is worth keeping in mind that there are many more Non-Westerners than Westerners in the world. China and India alone account for over one-third of the world’s population (2.8 billion out of 7.8 billion in 2020). Anything that is true of people in the US alone can hardly be called a truth about human psychology. Critics have charged that psychology has, for far too long, been WEIRD—based on research participants from Western, Educated, Industrialized, Rich, and Democratic societies (Heinrich et al., 2010).

Our Divisions Might Be Arbitrary

Perhaps when we separate phenomena and study them individually, the division changes the way the phenomena work. Let us illustrate by analogy. Imagine that you are a parent that has recently begun giving your two school-aged children an allowance contingent on their getting ready for school on time every day. A divide and conquer strategy would dictate that you consider each child separately, as the problem might not be equally bad for each child. You might be tempted to conclude that one child will need a larger reward (i.e., a bigger allowance) than the other will in order to motivate him to get ready. How do you think that individualized strategy will work out in the real world, though? You might discover that the other child judges the unequal allowances to be unfair, and she would likely end up less motivated to comply.

In a similar way, if we follow the typical division of subfields in psychology and separate phenomena such as cognitive development from the social contexts in which they occur, we may discover that when we return to the real world, we have missed something important.

This book, like every other psychology book we have ever seen, separates cognitive and social development. Each individual topic must fit neatly into one or the other. Attachment is a social development, and language is a cognitive development, for example. But the real-world phenomena that these theories attempt to explain do not observe the boundaries between cognition and social development that we have drawn. The phenomena are integrated wholes in which cognitive and social processes interact.

The artificial separation that may come from dividing and conquering can lead to a false dichotomy, an oversimplification based on seeing a phenomenon in either-or terms (Module 1). Researchers may harbor beliefs about the supremacy of cognition over social processes, or vice versa. Or, when researchers who focus exclusively on biological correlates of behavior have little contact with those who examine environmental impacts on development, the resulting research articles seem to be proposing that either nature or nurture is the explanation, not that both might work together (Harris, 1998; Maccoby, 2002).

Closing the Loop

As you have seen, dividing and conquering is both necessary and beneficial for progress in psychology, but it can lead to serious problems. Psychologists need to be vigilant about the short-sightedness and errors that can follow from a rigid adherence to the strategy. We must close the loop by encouraging approaches that cross boundaries or by choosing unconventional ways of dividing and conquering.

Fortunately, many psychologists are vigilant. Even when they cannot become experts in multiple areas of the field, they can appreciate the contributions of research that comes from different perspectives. In addition, there are striking success stories in which discoveries have crossed the traditional boundaries, as well as some general principles that can be, and in many cases, are followed to minimize the dangers associated with unchecked dividing and conquering.

When researchers reintegrate phenomena, putting back together concepts that had previously been divided, such as cognitive and social development, the results are very elegant. For example, the realization that the cognitive abilities of newborns and infants allow important social developments, such as attachment, is striking (Bowlby, 1982; Flavell & Miller, 1998). The fact that a newborn baby, despite poor vision and muscle control, is already equipped to look at the
face of her mother and can recognize her mother's voice reveals how finely tuned and closely related cognitive and social development really are.

The work of the Russian psychologist Lev Vygotsky (1978) is an excellent example of a psychological approach that has not observed the typical separation between the cognitive and the social. Although Vygotsky's research was originally done in the 1930s, it was unpublished and unknown in the US for many years. After its discovery, the work has steadily gained in influence. Vygotsky's contribution is called the sociocultural theory of cognitive development and it shows how cognitive developments are embedded in the social world in which we live. The young child is seen as an apprentice of sorts. His development takes place not by itself, but under the guidance of older people. In other words, the social activity of a parent or older sibling teaching a skill to a young child is an integral part of the child's cognitive development.

The key concept that revealed the level of development that a child had reached was something Vygotsky called the **zone of proximal development**. This is the level at which a child can perform while being helped by someone else. For example, a 7-year old might not be able to multiply yet. However, if a teacher guides him through a problem while explaining it along the way, he may come up with the correct answer. The skill is within his zone of proximal development. It indicates that the child is closer to being able to multiply than another child who cannot understand it even when someone guides him. For Vygotsky, that process of being guided by another person is the key that leads to cognitive developments.
zone of proximal development: the level of skills that a child can perform while being helped by someone else
PART VI

UNIT 5: GETTING ALONG IN THE SOCIAL WORLD

In earlier units, you learned a great deal about yourself and other people—for example, how you think, remember, and reason; how you interpret the outside world; how you change throughout the lifespan. Although much of this information can help you in your interactions with other people, not much of it is directly about your interactions with other people. This unit, however, is organized around personality psychology and social psychology, two subfields that share the same goal: to help us understand how we think about, influence, and relate to other people. To a social psychologist and a personality psychologist, the fun starts when you put two people together.

Although the two subfields share the same goal, they approach it from two different angles. Personality psychologists tend to focus on factors that are internal to the person and stable, whereas social psychologists tend to focus on situational influences on behavior. For example, when trying to explain why a student might or might not cheat on an exam, a social psychologist might examine the role of peer pressure in dishonest behavior, while a personality psychologist might focus on the role of personality traits such as honesty and conscientiousness. Social psychologists and personality psychologists do not deny the influences from the other side, they just pay less attention to them. Thus, you will find it useful to think of the two subfields as complementary perspectives, both of which can make important contributions to our understanding of how we think about, influence, and understand one another.

Many observers note that a major lesson of social psychology is the power of the situation to cause behavior. They are not saying that personality factors play no role in human behavior and everything results from the situation. Rather, they are pointing out that no one seems surprised that personality factors account for our behavior. In fact, many people assume that personality is the only influence on behavior, to the point of ignoring the potential role of situational factors. As you will see in Module 21, this tendency itself is an important discovery of social psychology. There are six modules in this unit:

- Module 19, Personality: Who Are You?, describes people's dispositions in thinking about, influencing, and relating to other people. It is a discussion of the approaches that personality psychologists have used to characterize different types of human beings over the years. You will learn about the trait approach, Sigmund Freud's psychoanalytic approach and the psychodynamic approach that grew from it, and the cognitive–social learning approach.
- Module 20, Emotions and Motivation: What Moves You?, covers two topics that are key components in thinking about, influencing, and relating with other people. Our emotional life and motivated behaviors are an integral part of helping us get along in the social world. You will learn about some general concepts in motivation and about the important relationships among emotion, bodily response, cognition, culture, and emotional expression.
- Module 21, Social Cognition and Influence: How Do People Interact?, covers topics from the first two-thirds of the social psychology definition: thinking about and influencing other people. You will easily be able to recognize and use in everyday life the information in this module about attribution, stereotypes and prejudice, attitudes, persuasion, obedience, and group effects.
- Module 22, Intimate Relationships, is a partial list of some important ways that we relate with other people with whom we are close. Again, you will be able to use much of the information in this module about the closest relationships that we have during our adult years; there are individual sections on love and sexual behavior, sexual orientation, and marriage and divorce.
- Module 23, People in Organizations, is an introduction to industrial/organizational psychology, a subfield of psychology that applies many of the concepts of social psychology to people's behavior at work and in other organizations. You will learn about human resources–related topics, such as job selection and training, as well as
about motivation, leadership and influence, and workplace diversity.

- Module 24, Social Psychology and Personality Psychology: Science and Society's Problems, describes how the two subfields differ from some others in psychology—namely, in their stronger focus on finding real-world application for many psychological theories and research finding

A key element of the ways that you think about, influence, and relate to other people is the dispositions that you bring to any situation—in other words, your personality. For example, suppose you are a hostile person in general. You are likely to interpret others' actions as challenges or threats, you may prefer to use bullying tactics to influence other people, and your relations with other people are likely to be confrontational.

In this module, we will talk about these dispositional factors. We will introduce you to the major approaches that psychologists have used to try to understand personality. These approaches correspond roughly to the ways that you might attempt to learn about the personality of a new friend. First, you would notice that your new friend has certain tendencies; she is pleasant and cooperative, hard-working, and comfortable with routines, for example. This first task, noticing and describing stable tendencies, corresponds to the trait approach. After you have known your friend for a while, you may begin to wonder why she has the tendencies, or traits, that she does. You may wonder, for example, if her comfort with routines results from an overly structured childhood or if she has found that routines help her to complete her schoolwork on time. This search for explanations corresponds to the remaining approaches to understanding personality that psychologists have developed: genetic (which we include as part of the trait approach), psychoanalytic, and cognitive–social learning.

This module has three sections. Section 19.1 introduces you to the important traits that psychologists have identified and the major method that has been developed to measure them. Together, they constitute the trait approach. Although genetic explanations for personality are not strictly part of the trait approach, we have included them in this section because the two camps have grown closer over the past couple of decades. Section 19.2 describes the cognitive–social learning approach to explaining personality, which is really three separate approaches: cognitive, social learning, and the combination of the two. Section 19.3 begins the concerted efforts to explain personality with a discussion of the once-influential ideas of Sigmund Freud.

19.1 Trait approach: Traits, genes, and continuity
19.2 Cognitive–social learning approach: Personality and the environment
19.3 Psychoanalytic approach: Unconscious conflict in personality

**personality**: the collection of dispositions that a person brings to any situation

**READING WITH A PURPOSE**

**Remember and Understand**

By reading and studying Module 19, you should be able to remember and describe:

- Factor analysis (19.1)
- The Big Five personality factors (19.1)
- Self-report personality inventories (19.1)
- Temperament (19.1)
- Learning approach and Cognitive–Social Learning approach to personality: reciprocal determinism, learning
through observation (19.2)

- Conscious, preconscious, and unconscious (19.3)
- Defense mechanisms: repression, denial, projection, reaction formation, sublimation, displacement (19.3)
- Criticisms of psychoanalytic approach (19.3)

Apply

By reading and thinking about how the concepts in Module 19 apply to real life, you should be able to:

- Identify where you likely fall on the Big Five personality factors (19.1)
- Recognize examples of learning through reinforcement and punishment, and through observation in personality (19.2)
- Recognize examples of defense mechanisms (19.3)
- Identify examples of consistency and inconsistency in personality (19.1 and 19.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 19, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Describe examples of reciprocal determinism (19.2)
- Describe interpersonal difficulties that may result from mismatches in personality (19.1 and 19.2)

19.1. Trait approach: Traits, genes, and continuity

In many cases, the first thing we want to know when we meet a new person is along the lines of “What are they like?” “Are they friendly?” “Do they have a good sense of humor?” A simple description is all we want. When we ask questions like this, we are searching for a person's **personality traits**, tendencies that predispose people to act consistently over time and across situations. Instead of describing individual people, many psychologists were interested in coming up with a list of the full range of traits that could be used to describe all people.

In our own lives, after we have formed an impression about the stable traits that describe a particular person, we may turn to a search for explanations. “They sure are a suspicious person; I wonder if they have cheated many times
personality traits: tendencies that predispose people to act consistently over time and across situations

Identifying the Range of Human Traits

Take a look at the personal ad that you wrote for yourself. How many different traits did you use to describe yourself? How many do you think you would need in order to do a reasonable job of describing someone's personality? You could take an entire book to do it; a major part of biographies and memoirs is the description of the personalities of the subjects. In 1961, Gordon Allport, one of the original trait theorists, counted over 4,000 adjectives in English that describe aspects of people's personalities.

If you think about it, though, many of those words are very similar and probably do not really denote different traits. For example, consider shy, timid, bashful, quiet, reserved, introverted. Although they do not all mean the exact same thing, they are extremely similar. These words may really just indicate versions of the same underlying personality trait.

One way you could determine which words refer to the same trait is to examine the similarities in ratings on a personality test that asks people to rate themselves on the different items. Suppose all of the test takers gave themselves the same ratings for “shy” and “bashful.” That would suggest strongly that these two words are actually measuring the same trait. A statistical technique called factor analysis does a mathematically complicated version of that very examination. In factor analysis, the correlations between ratings for all of the items are computed. Subsets of items that have high correlations with one another are assumed to be measuring the same trait. When personality data are subjected to factor analyses like this, you can reduce hundreds of separate personality terms into a smaller number of dimensions, or factors, as they are called. For example, shy, bashful, reserved, and several other terms might be reduced to a single factor that we could call introversion.

Over the past two decades, there has been a growing consensus that the “correct” number of personality factors is five. In other words, there seem to be five particular personality dimensions that can do a good job of describing anyone's personality:

<table>
<thead>
<tr>
<th>“Big Five” Factor</th>
<th>Sample Characteristics or Traits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Openness to experience</td>
<td>Imaginative or not; prefer variety or routine; independent or conforming</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>Organized or not; careful or careless; disciplined or undisciplined</td>
</tr>
<tr>
<td>Extraversion</td>
<td>Sociable or not; outgoing or reserved</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>Trusting or suspicious; helpful or uncooperative; kind or ruthless</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>Nervous or calm; insecure or secure</td>
</tr>
</tbody>
</table>

(Neuroticism is sometimes called Emotional Stability, but doing so ruins the OCEAN acronym that you can use to remember these five factors.)
These five factors have turned up so many times as the key ones that they have been named the Big Five personality factors (McCrae & Costa, 1985; 1987; 1997; 2003). Keep in mind that these are not the only five personality factors, just that they are the most useful ones. They are the five factors or dimensions that will tell you the most about someone's personality. Certainly, you can learn more by discovering additional traits, but each new one gives you much less information about the person than the Big Five will.

One important extension that has gotten some attention recently is known as the HEXACO model (Lee & Ashton, 2007). The EXACO part corresponds to the Big Five factors (E for Emotionality and X for eXtraversion), while the H is for Honesty-Humility, a trait that seems both important and somewhat separated from the original five. Honesty-Humility is reflected by a person's willingness to break rules, willingness to manipulate others for personal gain, interest in wealth, and feelings of self-importance.

**factor analysis:** a statistical technique that reduces a large number of individually scaled items into a small number of related dimensions, or factors

---

**Determining Individuals' Traits: Self-Report Personality Inventories**

One of the key contributions of trait psychologists has been the development of methods to describe individuals' personalities. Self-report personality inventories, or more commonly, personality tests, have been around for years, giving researchers ways to classify people and helping clinical, educational, and organizational psychologists figure out the best ways to help them achieve their potential.

Now you can take hundreds of “psychologist certified” personality tests for free on the internet. We should caution you about taking these tests too seriously. Let us remind you about the 7 “tips” for evaluating psychological information from Module 1, as most of them can be applied to these personality tests:

**Tip # 1. Be aware of your pre-conceived ideas**
**Tip #2. Who is the source?**
**Tip # 3. What is the purpose of the information?**
**Tip #4. Is it based on research?**
**Tip # 5. Beware of oversimplifications**
**Tip # 6. Beware of distortions of the research process**
**Tip #7. Beware of persuasion tricks**

Many websites that offer free personality tests are peppered with testimonials, and they may claim to be based on “brain science,” which sounds like an oversimplification and distortion of research. And they never do describe the actual research. Although the test itself might be free, you are often invited to purchase a more detailed report of the results, or a book, of course. Although the fact that someone is trying to sell something to you is not an automatic reason for you to reject the results, it is certainly a fact that should make you more cautious.

We are not prepared to condemn all of the free personality tests out there, but we certainly do suggest strongly that you consider them “for entertainment purposes only.” You will find many other personality tests that are accompanied by full disclosure about how they were constructed. In addition, good tests have been “tested,” so to speak, in order to demonstrate that they really do measure what they claim to measure—in other words, they have been tested for **validity**. Well-constructed tests have been assessed for **reliability** as well, and their results have been **standardized** appropriately; in other words, they are consistent and scores are compared to a previous group of test-takers (see Module 8 for details on this). It should not be too difficult for you to discover these facts about a particular test if you are looking for one you can trust.
Let us consider three well-known personality tests.

- Minnesota Multiphasic Personality Inventory
- NEO Personality Inventory (and Five-Factor Inventory)
- Myers-Briggs Type Indicator

All three are self-report personality inventories, meaning that the results are based on what the test-takers themselves think about their traits, not on what an observer thinks (although there is an observer option for the NEO).

**Minnesota Multiphasic Personality Inventory**

The Minnesota Multiphasic Personality Inventory (MMPI), which was originally developed in the 1930s, and is being updated to a third edition, so it is now known as the MMPI-3 (release date is fall 2020). It is expected to have around 350 items, which are grouped into several separate scales (for example, Antisocial Behavior, Self-Doubt, Dominance, Aggressiveness, Compulsivity, Introversion, and many others), each of which functions like a mini-test score for a specific trait. The MMPI was originally developed to measure psychological disorders, and the names of many of the scales reflect that history. The individual scales can also be sorted into different groups to construct larger scales, such as Interpersonal, Internalizing, and Externalizing. If the names of some of the scales sound negative, it is because of the MMPI’s heavy use in clinical settings to help diagnose psychological disorders. The test is also used in non-clinical settings, however. For example, the MMPI is commonly used to help make hiring decisions about candidates for high stress, high-risk jobs, such as police officers and firefighters. Some marriage counselors and career counselors also use the MMPI when they are advising their clients.

The MMPI-3’s greatest strength, perhaps, is its very careful construction. Each individual test item for a particular scale—for example, Depression—was selected for its ability to distinguish those suffering from depression from those who are not. The test developers administered the test to 2,200 people (including 550 Spanish speakers) from throughout the US for their standardization sample. The MMPI-2 also contains scales designed to assess the likelihood that the test taker is being truthful, which helps control for the temptation to make yourself look good when taking self-report tests.

**NEO Personality Inventory**

The NEO Personality Inventory (Costa & McCrae, 1992; 1995) is used to measure the Big Five factors. There are different lengths of the test, from 60 to 240 items. The NEO Personality Inventory can be administered as a self-report test, or it can be used to allow an observer, such as a spouse, to make judgments about an individual.

When you shorten a personality test, you usually reduce its reliability, so that is what you give up for the gain in ease of administering when you go for the short version. In addition, the full-version test provides subscales that can give you information about different facets of the Big Five factors. For example, the Neuroticism scale can be subdivided into Anxiety, Angry Hostility, Depression, Self-Consciousness, Impulsiveness, and Vulnerability. The Agreeableness scale is subdivided into Trust, Modesty, Compliance, Altruism, Straightforwardness, and Tender-Mindedness.

**Myers-Briggs Type Indicator**

The publisher of the Myers-Briggs Type Indicator (MBTI) claims that it is the world’s most widely used personality inventory. That is true. This means that if you are familiar with personality tests, it is most likely that it is the MBTI or
a test based on its principles. The test sorts people into 16 different personality types based on their placement on four dimensions (Introversion-Extraversion, Sensing-Intuition, Thinking-Feeling, Judging-Perceiving).

Unfortunately, what might NOT be true is that the MBTI is a reliable and valid test of personality. Even the makers of the test themselves seem to be admitting as much when they assert that the MBTI does not measure traits, it measures “preferences” (Kerwin, no date). We are not even sure exactly what that means, but apparently, according to Kerwin, that makes it acceptable to categorize people as introvert versus extravert, for example, rather than to accept that introversion-extraversion is a dimension. In other words, you are not one or the other (which sounds a bit like a false dichotomy, doesn't it). The reality is that people fit somewhere along a dimension, or continuous distribution, that is labeled introvert on one end and extravert on the other.

Kerwin continues to criticize the critics for using out-dated research to support their viewpoints. Fair point, but then Kerwin goes on to use NO peer-reviewed research to support his viewpoint. Here is an excellent bottom-line summary evaluation of the MBTI that Kerwin does not mention: The test does not agree with known facts and data in psychology, it is not internally consistent, it allows validity reports to be based on self-verification (in other words, it is valid because someone who took the test likes the results and agrees that it is valid), and many of its key claims cannot be tested (Stein & Swan, 2019). Yes, 2019.

The one of the seven tips you might not have learned about yet is Beware of Persuasion Tricks. One key persuasion trick is to use social proof, essentially trying to persuade you by pointing out that other people agree with the persuader. The MBTI is taken by two million people per year and is used by people in 89 of the Fortune 100 companies (also from Stein & Swan, 2019). All those people can't be wrong, can they? Yes, they can.

Debating the Trait Approach

Go back to the personal ad that you wrote down for yourself in the Activate section at the beginning of the Module. Did you find it easy to come up with a set of personality traits? Many people do not. Even if you did, reconsider some of them. Maybe you wrote down that you are serious; in reality, it depends largely on the situation. When you are relaxing at home or hanging out with friends, perhaps you are quite playful. At work or school, you are serious. When you exercise, you are somewhere in the middle. At church, you are very serious. Ouch! What is the good of using the trait “serious” to describe yourself if your seriousness depends so much on the situation?

This is a problem that critics of the trait approach have pointed out over the years. When you use personality traits to describe someone, you are assuming that traits are stable, that they apply to people consistently over time and in most, if not all, situations. The critics have argued that traits are not so consistent. Walter Mischel (1968; 1990), for instance, argued for many years that advocates of the trait approach have gone too far with their claims. Behavior, Mischel noted, is far too variable from situation to situation for psychologists to use a single personality test score to predict anything about an individual person with much confidence. Despite this supposed limitation, however, many psychologists do just that; for example, they make psychological diagnoses, hiring decisions, and career recommendations on the basis of personality test scores at a single time and place. As early as 1928, researchers discovered that behavior varies considerably from situation to situation (Hartshorne & May, 1928), so there is clearly merit to Mischel's arguments.

Trait theorists have countered that no one claims that traits are completely consistent (no one is always serious) but that it is impossible to imagine that there is no consistency (Epstein, 1980; 1983). They point out that if there were no consistency at all, a person's current behavior would have no relationship to her or his prior behavior, making social interaction very difficult. Imagine someone being helpful, kind, and considerate on Tuesday and suspicious, mean, and vindictive on Thursday. Clearly, say the trait theorists, there is more consistency to an individual's personality traits than that.

Although it is dangerous, as the critics say, to predict a person's specific behavior from a trait, if you look at the "big picture," you will see that traits can be quite useful. Although you might be an introvert according to a trait measurement, at any given moment you might appear outgoing and sociable; perhaps you are excited about some good
news or with someone who encourages you to be open. If we look at you over a two-week period, however, we would probably discover that you exhibit more reserved behaviors than someone whose test indicated that he or she was an extravert (Epstein, 1979).

Investigating Trait Consistency: Temperament and Genes

In the past couple of decades, the trait approach has become increasingly associated with a biological, or genetic, explanation for personality. This is not an automatic or necessary association. Personality traits could arise from many different combinations of genetic and environmental causes or, for that matter, entirely from environmental causes. It seems very likely that, just like everything else we have examined in psychology, personality does result from the interaction of genes and environment. Many psychologists have begun to pay a great deal of attention to the genetic side of this equation, however. Two key ideas that have helped out with the development of genetic explanations of personality are temperament and the Big Five traits.

We first saw the concept temperament in Module 17. You may recall, then, that temperament refers to biological differences in a person's emotional and motor reactions to new stimuli, and tendencies regarding self-regulation (Rothbart & Bates, 1998). In Module 17, we noted that early excitement about the role of temperament in childhood attachment faded as the accumulation of research suggested a relatively minor role of genetics and temperament. The role of biologically based temperament on personality is still an unsettled question. Many psychologists believe that biologically based dispositions provide the basis for the development of consistent personality traits; others believe that the role of temperament in the development of personality is quite limited.

Behavior geneticists have determined that the heritabilities for many personality traits are about 50%, meaning that about half of the variation in a group can be explained by differences in the genes of the group members. In other words, of the differences in a trait such as extraversion among the students in your class, about half of the variation results from differences in genes across students. Some research has even found heritability estimates for the Big Five traits in the range of 66% to 79% (Reimann et al., 1997). Robert McRae, Paul Costa, and their colleagues have gone so far as to assert that the Big Five factors—openness to experience, conscientiousness, extraversion, agreeableness, neuroticism—are the key dimensions of childhood temperament (and adult personality, of course). They note that research has found evidence for the existence of the Big Five factors throughout the world (Martin et al., 1997; McRae et al., 1998; 2000; McRae & Costa, 1997).

Although using the Big Five factors as the key dimensions of temperament creates an obvious link between biology and adult personality, not all researchers agree with this choice. There have been many alternative proposals through the years regarding the key aspects of childhood temperament. Many recognize that infants differ reliably in their dispositions toward positive emotions, anger, fear, excitability, and ability to focus attention (Caspi, 2000; Belsky et al., 1996; Rothbard & Bates, 1998). These characteristics, then, are also good candidates for stable dimensions of infant temperament.

There is some research support for the idea that childhood temperament is related to adult personality and for the idea that both childhood temperament and adult personality are fairly stable. For example, several of the infant temperament measures (along with parent personality) appear important in the development of the parent-child relationship (Kochanska et al., 2004). In addition, longitudinal research has demonstrated consistency in temperament throughout early childhood, consistency from preschool temperament to personality traits in middle childhood, and consistency in adult personality over periods ranging from 6 to 30 years (Costa & McRae, 1992; Emde, et al. 1992; Finn, 1986; HageKull & Bohlin, 1998; Saudino & Cherney, 2001; Siegler & Costa, 1999). It is true that there have been few demonstrations of direct links between infant temperament and adult personality, but there is substantial indirect support for the existence of those links (McRae et al. 2000; Rothbart, Ahadi, & Evans, 2000).

But fairly stable does not mean that personality cannot change. In fact, it can. One key precursor to personality change is major life events, such as marriage, divorce, becoming a parent, starting a new career, and retirement (Bleidorn,
Other non-genetic factors can contribute to the development of, and changes to, personality as well. To explore some of those, we will turn to the cognitive-social-learning approach in the next section.

Debrief

- Do you agree more with trait theorists or with critics like Walter Mischel?
- Do you have any major personality traits that have changed considerably over the years?


Activate

- If you go to a party where you know no one, are you more likely to hang back and wait for others to approach you, or to move around and try to meet people? How might this preference influence your expectations about and experience at the party?

During his first couple of years teaching full-time, Edward, a psychology professor, was disappointed that he did not meet many people. His college is a large commuter school; he rarely saw his students outside of the classroom, and informal encounters with colleagues were rare. Then, one day, he made two simple changes to his daily routine. First, instead of parking in the lot nearest to his office, he began parking in a far away lot, so he would have to walk across campus to reach his office. Second, he made a special effort to notice the people he was passing in the halls (he had a tendency to be unobservant). The effect was immediate. He began to recognize and greet familiar faces every day. Emboldened by his success, he made more changes to his typical behavior. He began to purposely arrive at school between classes so that he could walk through the halls when they were filled with people. He started eating an occasional lunch in the main campus cafeteria. Over time, he developed to the point where he almost never makes it to his office without exchanging smiles and hellos with colleagues and with current and former students. He frequently arrives at his office later than intended because he stopped to chat with someone for a few minutes. A “before” and “after” examination would look as if he had undergone a magical, almost Ebenezer Scrooge-like, transformation. But no ghosts were required to turn Edward from quiet, surly, unfriendly passerby to a sociable and outgoing colleague and professor.

To be sure, the transformation was not complete. Edward still struggles with many leftovers of days past, such as an awkward feeling when someone fails to return his greeting (and an uncertainty about whether he should try to get people's attention to greet them if they do not see him). These feelings are internal, however, and as such are invisible to others. As a consequence, despite having his own very clear answer to the question of whether he is introverted or extraverted, others are not so sure. His students are typically split about 60-40 when he asks them (the slight majority peg him as introverted, as he pegs himself).

It is these types of transformations that the cognitive–social learning view of personality intends to explain. Originally, psychologists developed a social learning perspective as a straightforward application of learning principles, which you
learned about in Module 6. In essence, social learning psychologists proposed that personality emerged as a person learned to respond to the environment. For example, when a particular behavior, such as bullying on the playground, was reinforced (for example, other children are intimidated into handing over their lunch money), that behavior becomes more likely in the future, and a personality trait—in this case, aggressiveness—is born.

Often a behavior may be reinforced in one kind of situation but not another. For example, maybe the playground bully gets rewarded at school for his behavior but not at home. According to the principle of stimulus discrimination, the child would learn to be aggressive on the playground but not at home. In this way, the social learning perspective can account for some of the inconsistencies in people's behavior across situations.

Now, these are terrific ideas; we are sure you can think of dozens or hundreds of examples of personality-like behavior that is rewarded or punished. Still, the approach is limited. There are many cases of behavior that become common without it being rewarded, and how can you explain two people who experience the same environment yet come away from it with different behaviors? To help out the straightforward learning explanations, psychologists expanded them by turning to cognition. Basically, it is the way that people think about the environment (and the rewards and punishments therein) that determines their typical behaviors in different situations—and hence their personalities.

**Reciprocal Determinism**

Because people think about the environment, they behave in ways that will change it, which will then later affect their behavior. The result is a slightly complex, but very interesting, interaction among cognition, behavior, and environment. Albert Bandura, one of the pioneers of this view, coined the term *reciprocal determinism* to describe the way that personal factors (for example, traits, predispositions, and styles of thinking or cognition) and behavior interact with the environment. To illustrate, we will use “expectation” as a kind of personal factor. Because of experiences, traits, predispositions, or styles of thinking, you have a great many expectations about events. It was professor Edward's expectation that he would run into people in the halls that led him to change his parking space. That change had the desired effect, and the rest, as they say, is history.

**reciprocal determinism:** the interactions between personal factors, behavior, and the environment in the formation of people's personalities

Let us look at another example so you can see how reciprocal determinism works. As you read the example, look for the following kinds of interactive effects:

- Expectations influence our behaviors
- Behaviors influence our environment
- Environments influence our behaviors
- Behaviors influence expectations
- Environments influence expectations

It is 7:55 on Monday morning, the first day of the semester, and you are walking to your first class, History 333, The Detailed History of Boring Speeches. Because of your obvious expectation that you will be bored to tears, you decide to sit in the back row, behind a very tall student just in case you need to doze off (expectation influences behavior). From your obstructed-view seat, you find that you can neither hear what the professor is saying clearly nor see the board where she is writing (behavior influences environment). Then, the environment influences another behavior, as you fall asleep because there is nothing to see, hear, or do (environment influences behavior). Because you are falling
asleep in this class, you become even more convinced that 8:00 AM on Mondays and Wednesdays is nap time (behavior influences expectations). On your way out of class one day, you overhear two students who had been sitting in the front row, bright-eyed and wide-awake. “I just love this class,” says the first. “Yes, you were right,” her companion replies. “Professor Jones has a way of making the course material fascinating.” The front-row students' different expectations led to different behaviors and a different environment, which in turn influenced their expectations.

This is an important aspect of reciprocal determinism. Personal factors can lead to unique expectations, which will lead different people to experience a completely different environment in the same situation.

Learning Through Observation

Another key contribution of the combined cognitive-social learning perspective is the realization that learning can occur even though a behavior has not been specifically reinforced. In particular, you can learn to engage (or not engage) in a behavior by observing someone else engage in the behavior (remember, you first learned about this concept in Module 6). If you can also observe the consequences of that behavior—that is, does the behavior lead to reinforcement or punishment?—you are likely to learn very effectively whether and how to engage in it.

As a parent, you should keep in mind that modeling appropriate behavior can be more effective than using other forms of influence. For example, a naturalistic observation conducted throughout the U.S. found that only 41% of children under 14 wear helmets while biking, skating, skateboarding, or riding a scooter. Fifty percent of children wore helmets when they were with adults who were not wearing helmets, presumably because the adults tried to influence the children to wear a helmet. If the adults themselves were wearing helmets, 67% of the accompanying children did too (Cody et al., 2004). Very likely, much of the increase in children's helmet wearing results from the modeling of the appropriate behavior by adults. Modeling is the scientific equivalent of the well-known phrase “actions speak louder than words.”

As we noted above, the cognitive-social learning perspective suggests that, because behavior is (in part) determined by the environment and the environment is quite varied, personality would not be completely stable. Psychologists from the social learning perspective are indeed more likely to point out that behavior can be somewhat inconsistent across situations. That is not the same thing as saying behavior is unpredictably random, however. Remember, according to the cognitive-social learning perspective, individuals choose some aspects of their environment. Most people are likely to choose environments that led to rewarding outcomes in the past, so the similarity in chosen environments will lead to some consistency in behavior. In addition, learning principles such as generalization would lead to increased consistency across similar situations.

Finally, we should note that, just as a social learning perspective may exist without reference to cognition, there is a cognitive perspective that makes little reference to social learning. It is an important current area of research among personality psychologists, as you will discover in discussions of the self-concept in Module 25.

**Debrief**

- Where do you typically sit in each of your classes? Try to describe how your seating choices influence and are influenced by your expectations and school experiences.
- Can you recognize other examples of the interactions among expectations, environment, and behavior (that is, reciprocal determinism) in your life?
19.3. Psychoanalytic Approach: Unconscious Conflict in Personality

Although in everyday life we are likely to be interested initially in descriptions of personality and later in explanations for it, that is not the way the psychology of personality progressed. The field essentially went in reverse. Sigmund Freud was the first to address human personality in a big way; he was extremely interested in proposing explanations for human personality. He suggested that the causes are far from obvious. On the contrary, human personality, according to Freud, resulted from long-forgotten conflicts that we failed to resolve when we were younger. Although we could not recall the original conflicts, they left a permanent mark on our adult personality. The trait perspective described in Module 19.1 emerged after Freud, somewhat in reaction to his thinking.

For half a century, Freud's ideas were the most influential in personality psychology. As such, his theories provided the agenda-setting function that we outlined in Module 18. Indeed, even today, a great deal of research in personality can be seen as a reaction to Freud's psychoanalytic approach. You should know from the outset, though, that Freud's influence within our field has fallen dramatically over the years; the majority of psychologists reject many of his most central ideas. It is still useful to outline some of those ideas for three reasons: First, it is reasonable to cover him simply because he is one of the most famous psychologists of all time. Second, to understand more modern theories in personality, it is helpful to understand the context in which they arose. Third, and perhaps most importantly, people outside of psychology still believe many of these ideas. You may be able to recognize that many commonly held beliefs about psychology, particularly those that pertain to the "mysterious powers of the unconscious mind," are probably myths based on rejected aspects of Freud's ideas. It will be your job after learning this information to correct these mistaken beliefs. We will be checking on you periodically for the rest of your life to make sure that you do.

In a nutshell, Sigmund Freud proposed that people's personalities develop through the conflicts resulting from the opposition of biologically based drives and social restraints. We must confess, however, that it is extremely unfair to Freud to try to present his ideas "in a nutshell." An extremely prolific thinker and writer, Sigmund Freud's continually evolving ideas spanned four decades.

The basic idea underlying the psychoanalytic view is that human beings have biological drives, such as sex and aggression, that need to be held in check because to act on many of these drives would cause social disarray. But according to Freud's conception, a biological drive remains until it is satisfied. As drive upon drive remains unsatisfied, there is a buildup. The struggles to learn how to control these biological drives, keep them from reaching consciousness, and release them safely, without the negative social consequences of acting on them openly or the explosion that results from keeping them in are the keys to healthy personality development in children and healthy psychological adjustment in adults.

**Conscious, Preconscious, and Unconscious**

To Freud noted that personality could be divided into conscious, preconscious, and unconscious parts. The conscious
part, the smallest part of personality, consists of the thoughts that are in your mind right now. The preconscious part is the potential thoughts that are not currently in consciousness but that you can bring into consciousness at will. For example, think about what you ate at your last meal. As you did so, you moved that information from preconsciousness to consciousness. The unconscious part, which Freud believed to be the largest part of personality, consists of thoughts that cannot be brought into consciousness. Freud likened the conscious and preconscious to the tip of an iceberg. He believed that the unconscious, as the major part of personality, has an extraordinary influence on human behavior.

**conscious:** the part of the personality consisting of current thoughts  
**preconscious:** the part of the personality consisting of thoughts that are not conscious but can be brought into consciousness  
**unconscious:** the part of the personality consisting of thoughts that are not conscious and cannot be brought into consciousness

According to Freud, conflicts between biological desires and social demands play a key role in the development and maintenance of our personality. Each of us has a limited reserve of psychological energy available for both the resolution of conflicts and everyday functioning. If too much energy is used up on the conflicts, there will not be enough left over for healthy everyday adjustment. One key way that psychological energy can be tied up over the long term is through fixation. Fixation occurs when an individual gets stuck in a childhood stage because of poor resolution of the conflict when it first occurred. As a result, they have to devote psychological energy to these same conflicts throughout life. Freud suggested that a number of specific personality characteristics accompany fixations at different childhood stages.

**Adult Personality, Adjustment, and Defense Mechanisms**

In adulthood, the painful struggles of childhood, along with the still massive biological impulses, are locked away in the unconscious; they are repressed, to use Freud's term. Unfortunately, we did not say they are safely locked away. These impulses are constantly swirling around in the unconscious, looking for an opportunity to be expressed. It is the adult personality's job to keep those id impulses where they belong, in the unconscious. When the personality feels as if it is beginning to lose control like this, the person experiences anxiety. To help control that anxiety, defense mechanisms are used to keep the unwanted impulses from reaching consciousness. These are some of the most important defense mechanisms:

- **Repression.** You can think of repression, the most basic defense mechanism, as a kind of motivated forgetting of conflict. For example, a teenager may be unable to remember a serious fight she had with her brother when they were younger. The goal of all defense mechanisms is either to repress the id impulses or to release them safely.
- **Denial.** One strategy that the ego might use is simply to deny that the unwanted impulse exists. For example, a student who is sexually attracted to his biology professor might deny that he is. Of course, people deny things that are true all the time; it is called lying. The property that makes denial a defense mechanism is that it operates in the unconscious, and the person is unaware that he or she is using it.
- **Projection.** The ego seeks relief by believing that unwanted or threatening impulses actually apply to other people instead. For example, if you have frequent aggressive impulses, you may complain that other people are aggressive drivers.
- **Reaction formation.** The ego escapes anxiety by doing the complete opposite of the unwanted impulse. A man
whose id leads him to want to look at pornography may become a crusader against it. The common notion of homophobia is a version of reaction formation. According to the reaction formation explanation of homophobia, men who secretly fear that they are gay are extremely biased against other gay men.

- **Sublimation.** The ego redirects the unwanted impulses into socially acceptable activities. For example, aggressive impulses can be turned into competitiveness in sports or in business activities.
- **Displacement.** Sometimes the ego can find relief from anxiety by redirecting an unwanted impulse toward a safer target. For example, instead of punching your instructor when he gives an unfair exam, you may come home and yell at your boyfriend, girlfriend, or spouse.

Keep in mind that defense mechanisms must be unconscious; if you were conscious of using them to repress some unwanted impulse, they would have already failed. This is our biggest objection to the concept. It does seem very likely that people engage in defense mechanism–like behavior, but they are largely aware of what they are doing. Psychologists refer to these consciously employed behaviors as coping strategies (Lazarus, 1974). For example, when people are guilty of displacement, they often realize that they are taking out their anger on an inappropriate target.

**defense mechanisms:** strategies that the ego uses to relieve anxiety that results from unwanted impulses

**fixation:** when an early-life conflict is resolved poorly, the id gets stuck in a psychosexual stage, and the adult ego must use energy to continue to try to resolve it throughout life

---

**Other Criticisms of Freudian Concepts**

Sigmund Freud’s greatest contribution to personality psychology has been through his influence on other psychologists—that is, his agenda-setting—much the way that Jean Piaget and Erik Erikson influenced developmental psychology. For nearly 75 years after Freud began formulating his ideas, almost all research and theory in personality was a reaction to the psychoanalytic approach.

Critics of the psychoanalytic approach have noted that although any fact that happens to be true can be explained in psychoanalytic terms, Freud’s theory cannot be used to generate testable predictions. Thus, the psychoanalytic approach is missing one of the two essential properties of a scientific theory. Theories must organize observations—and the psychoanalytic approach certainly excels at this—but they also must be able to generate hypotheses. In order for a hypothesis to be testable and useful, it must have the potential to prove the theory wrong, and a “theory” that can explain any fact fails that test. For example, based on a friend’s traumatic episode with his mother when he was a baby, you might predict that he would harbor bad feelings toward his mother. If your friend claims that he has a great relationship with his mother, however, you can say that he is using one of the defense mechanisms: denial or reaction formation. In short, there is no potential fact that could conceivably prove the psychoanalytic approach wrong, making it unusable as a scientific theory.

One of the biggest problems with the psychoanalytic theory is the concept of repression. Remember, according to Freud, the conscious and preconscious parts of our personality are only the tip of the iceberg; the rest consists of massive amounts of impulses, thoughts, and memories that cannot be brought into consciousness because they are repressed. The impulses that are repressed are forced into the unconscious precisely because they are too upsetting to experience consciously. According to Freud, repression was “the cornerstone, on which the whole structure of psychoanalysis rests” (1914). Well, the cornerstone is not particularly stable. Consider memories that Freud would say have been repressed. The events in question must have been extremely emotionally arousing in order to activate the
need to repress it, right? The problem is that a great deal of research has shown the opposite effect. Emotionally
arousing events lead to a boost in memory through the influence of stress hormones and the amygdala (McGaugh et
al., 2000). Although it is true that intense and prolonged stress does interfere with memory, it is extremely unlikely that
repression of too-upsetting impulses and memories could be happening on the massive scale proposed by Freud.

Freud based his discoveries primarily on case studies; as you might recall from Module 2, the danger of relying on
case studies is that you can never know if it is fair to generalize to the population at large from your individual cases.
Even if Freud's observations about his cases were on the money, he may have only been discovering facts about upper-
class, well-educated Europeans who were suffering from adjustment problems. And there is reason to believe that
Freud's observations were biased. Most observers have noted that Sigmund Freud had a very pessimistic view of human
nature. As a result, he may have had an expectation that biased him to look for information that was consistent with his
view—you should recognize this as the **confirmation bias** (see Module 1). We think one example goes a long way toward
illustrating the possibility that Freud may have "seen what he expected to see." Freud noted that people commonly
employ the defense mechanism of projection, in which we attribute our unacceptable impulses to other people. Perhaps
you noticed that this is essentially what we called the false consensus effect in Module 1, but with one key difference.
The false consensus effect does not occur only for unacceptable impulses; because that was what Freud was looking for,
however, that was what he saw.

## Personality Approaches in Perspective

So which approach is right—trait approach, psychoanalytic approach, or cognitive–social learning approach? Well, we
can give you a clue: Remember when we introduced the term **perspective** in Module 3? It is a specific way of viewing
a problem that helps us to understand some aspects of a complex phenomenon. We think human personality qualifies
as a complex phenomenon that would benefit if we were to look at it through multiple perspectives. The merged trait-
temperament–genetic perspective offers insights about the reasons for much of the consistency in people's personalities
(and the difficulties we can have when trying to change). The cognitive–social learning perspective is an excellent
candidate to inform us about the effects of the environment and in particular about why personality is sometimes not
consistent. Although the psychoanalytic perspective is nowhere near as influential as it once was, even it can be useful
at illuminating some of the behavior patterns we have adopted to manage anxiety and some of the influence of early
childhood experiences on adult personality. It would not be a stretch to say that all of the perspectives contribute to
give us a much more complete picture of human personality than any single one could alone.

### Debrief

- Can you think of any other everyday concepts (similar to inferiority complex or oral fixation) that may have come from the psychoanalytic approach?
- Can you think of any images and themes from books, movies, or songs that may have come from the psychoanalytic approach?

Have you ever noticed the similarity between the words emotion and motivation? It is not coincidental. The Latin stem, -mot, means “move.” This linguistic similarity will help you understand the relationship between the psychological conceptions of emotion and motivation. In many cases, an emotion is something that motivates you. For example, if you are happy, you are energized to do something that you believe will help you maintain the happy feeling. If you are angry, you may be motivated to act aggressively against the person who made you angry.

This module explores two topics, emotion and motivation, that do not fit neatly into the social psychology subfield. Emotion does not fit, perhaps, because it might just deserve to be a subfield by itself. Some observers have noted that historically, cognition (a subfield) and emotion have vied for the position of psychological primacy. Although cognition has “won” in many camps, one can make a good case for the importance of emotion over cognition (Zajonc, 1998). For example, emotion seems much more critical for survival than cognition. It is because of our emotional responses that we can recognize something as threatening or safe, far earlier than we recognize what it is. If emotion does indeed deserve at least equal billing with cognition, it hardly seems fair that cognition is allotted an entire subfield while emotion is pigeon-holed into the best fit among the existing subfields, social psychology.

Motivation, as you will see, is really too broad to fit neatly into a subfield; it encompasses any behavior that is not automatic. It would be reasonable, then, to place motivation into any (really all) of the subfields. But because that is not really possible, psychologists tend to place it along with emotion because of the similarities.

This module has three sections. Section 20.1 is about general concepts in motivation and pursuing goals. You will find additional topics related to motivation throughout the rest of the book, (as in the discussion of specific types of motivations in Module 19 (sex), Module 22 (sleep), Module 23 (hunger), and elsewhere. Section 20.2 is about emotions; it begins to define emotions and describes the changes in brain, cognition and body that mark them. Section 20.3 focuses on one particularly important emotion in everyday life, anger, and its most obvious and sometimes-explosive response, aggression.

20.1. Motivation and Goals
20.2. Emotion, Brain, Body, Cognition, and Expression
20.3. Anger and Aggression

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 20, you should be able to remember and describe:

- Drives and incentives, basic motivations (20.1)
- Nucleus accumbens, dopamine and reinforcement (20.1)
- Goals, intrinsic vs. extrinsic motivation (20.1)
- Self-regulation and self-control (20.1)
- Key observations about emotions (20.2)
- Emotional triggers (20.2)
- Basic emotions: anger, fear, contempt-disgust, sadness, happiness, surprise (20.2)
Apply

By reading and thinking about how the concepts in Module 20 apply to real life, you should be able to:

- Use principles from self-regulation to improve goal-related outcomes (20.1)
- Identify emotional triggers (20.2)
- Find examples of the interactions between emotion and cognition (20.2)
- Identify risk factors for aggression in yourself or others (20.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 20, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Identify a goal and develop a plan to achieve it (20.1)
- Judge whether verbal and non-verbal expressions of emotion match (20.2)
- Identify specific criteria that you use to decipher facial expressions (20.2)

20.1. Motivation and Goals

Activate

- What motivates you to do your best in school?
- Can you see any parallels between your school motivation and motivation in other areas of your life?
Motivation in general is an internal desire or need that energizes an individual and directs his or her behavior. Any time you do something that is not automatic, motivation is involved. Although this definition is a good starting point, it really does not provide us with a great deal of understanding about what motivation is. In particular, when you read this definition, you may be left with two important unanswered questions:

- What exactly is motivation? In other words, is there some way to recognize when an individual is motivated—for example by examining brain activity?
- What are the different entities that create “internal desire”?

**motivation:** an internal desire or need that energizes an individual and directs his or her behavior

What is Motivation?

Your conscious experience when you are motivated is that you “want or need to do something.” Psychologists often refer to the internal body state that characterizes a motivation as a drive, a feeling that most people would describe as a want or a need. Basically, you can think of the drive as the “energize” part of the motivation definition. Having a drive alone, however, may not be enough to direct our behavior because we may not know how to act on the drive. Often, we need some external cue, an incentive, to provide that direction. For example, imagine that you are experiencing a drive: hunger. Many different cues in the environment may be incentives for you to act on that drive. Imagine that there is a plate of fresh-baked cookies on the kitchen counter. Almost without thinking, you might pick up a cookie and eat it.

**drive:** the internal body state that characterizes a motivation

**incentive:** an external cue that directs motivated behavior

With such a broad idea of motivation, it is easy to believe that no single brain area is key to motivated behavior. Many researchers have devoted themselves to studying a particular important motivated behavior, such as sexual behavior or hunger, and examining the brain areas that are involved. This section will look at more general conceptions of motivation.

Some characteristics appear to be common to nearly all motivated behavior, and so a few brain areas may be particularly important. Many researchers have turned to the concept of reinforcement. It is probably fair to say that behavior that occurs because it has been reinforced is motivated behavior. So, if researchers could discover a brain area that is key for reinforcement, it would shed a great deal of light on motivation, agreed? Neuroscientists believe that they have found such an area. It is a section of the brain very near the hypothalamus called the nucleus accumbens. Over 60 years ago, rats that had been fitted with electrodes that electrically stimulated the brain areas near their nucleus accumbens would press a lever 2,000 times per hour in order to receive that stimulation (Olds & Milner, 1954; Olds, 1958). This area uses the neurotransmitter dopamine, so researchers believe that this particular neurotransmitter is also a key to reinforcement and thus motivation. Other researchers working with rats have verified that dopamine in the nucleus accumbens seems to be the important neurotransmitter for motivated behavior (Basareo, et al., 2003; Salamone...
Dopamine is also released during sexual behavior in rats, a famously motivated behavior (Lorrain et al., 1999). When you start to examine the research literature on the role of dopamine and the nucleus accumbens in motivation, you quickly get the impression that we know an awful lot about the sex lives of rats but not too much about humans. That is not the case, however. Studies using fMRIs have consistently shown that brain activity in the nucleus accumbens increases when people engage in reward processing (Wang et al., 2016). We certainly do not mean to suggest that the nucleus accumbens is the only area that is key to motivation. Many additional brain areas that are likely important for motivation, in general, are the same ones that are key to emotions, such as the amygdala and areas throughout the cortex.

**nucleus accumbens:** a brain area near the hypothalamus that appears to be key for reinforcement and motivated behavior

Human beings have a set of basic biological motivations, similar to the rest of the animal kingdom. These basic motivations are for behaviors that helped our ancestors survive and reproduce. The most fundamental motivations are to approach something good and to avoid something bad or dangerous. More specific basic motivations include the drive to reproduce, hunger and thirst, the need to sleep, and pain avoidance. Sex, sleep, and hunger, three very commonly discussed motivations, are covered in Modules 22, 26, and 27, respectively.

For now, it is worth noting that although humans, chimpanzees, pygmy marmosets, and jellyfish may share these biological motivations, they are scarcely recognizable across species. As you know, humans have a highly developed cerebral cortex; axons from the nucleus accumbens, a sub-cortical area (meaning it is located underneath the cortex), form synapses throughout the cortex. Both cortical and sub-cortical areas, then, are heavily involved in motivation (and emotion, for that matter). The participation of these diverse areas leads to very flexible motivated behavior in humans. For example, whereas a jellyfish probably does not have too many interesting variations in sexual behavior, a quick examination of a book like the Kama Sutra reveals an amazing diversity of sexual variation in humans. A good shorthand reminder of the difference is that non-human animals tend to engage in motivated behaviors in fixed patterns that are tightly regulated by sub-cortical brain areas and hormones. Humans, on the other hand, depend heavily on both cortical and sub-cortical areas, allowing them great variety in their motivated behaviors.

Abraham Maslow was a key early psychologist who tried to make sense of the different types of motivations that guide human behavior. He ordered these motivations in what was known as a hierarchy of needs that ranged from basic survival motivations at the bottom, through more interpersonal motivations (such as belongingness), through what he called self-actualization, the need to devote oneself to a higher purpose, such as religious or political freedom, or to put the needs of society ahead of one's own. Although Maslow's ideas were very influential at one time, and are still well-known outside of psychology, they do not have much influence within psychology at the present.

**The Importance of Goals in Motivation**

One important way to understand the complexity of human motivation is to focus on how they are related to goals. A goal is a cognitive representation of an outcome that influences our thoughts, evaluations, emotions, and behaviors (Fishbach & Ferguson, 2007). A goal is what allows us to focus and direct the energy that comes from motivation directly on specific behaviors and possible outcomes. And it is that cognitive representation part that makes our goals interesting, complex, and, well, human.

For example, consider an important distinction between types of goals that allow a basic categorization of motivations.
intrinsic motivation and extrinsic motivation. If we see a specific behavior as a means to a more desired end, we call that **extrinsic motivation**. In other words, we have a desired goal, and we engage in an activity in order to achieve that goal. For example, suppose your goal is to be a lawyer and you work hard in school because it will allow you to achieve that goal. It is termed extrinsic because the goal is outside of (extrinsic to) the activity itself. However, consider a different possibility. What if the goal is the behavior? In other words, the activity or behavior itself is rewarding. This is called **intrinsic motivation**. Here, it is intrinsic because the goal is part of (intrinsic to) the behavior. A person engages in a particular behavior, in most cases, for a combination of extrinsic and intrinsic rewards. It is not an either/or proposition (no false dichotomy here!). Still, it is useful to characterize a particular behavior is driven primarily by intrinsic or extrinsic motivation. This becomes important when you consider the rest of the definition of a goal above because the two motivation types lead to different emotions, evaluations, and behaviors. For example, one obvious benefit of intrinsic motivation is that because the tasks you are engaging in are rewarding almost by definition you will derive more satisfaction from these tasks than extrinsically motivated people do. Also, intrinsic motivation is associated with more excitement and confidence, better performance, more persistence and creativity, more vitality, higher self-esteem, and better general well-being (Ryan & Deci, 2000). Tasks that are motivated only extrinsically are judged to have no value, except as they relate to the direct achievement of some other goal (have you ever heard someone talk about how worthless some particular class is because it will not be relevant to their future career?).

We are not saying that extrinsic motivation is useless. It can certainly be effective and has an important role in human behavior. For example, students who are highly motivated by the desire for a future career often study very hard indeed. And sadly, there are many situations in which unpleasant tasks must be done. Extrinsic motivation may be the only way to motivate someone to complete these tasks. Keep in mind, however, that extrinsic motivation must be supplied continually. If the external reward is removed, the behavior might stop.

As we said, people typically engage in tasks for both intrinsic and extrinsic rewards. There is, however, an important relationship between the two, a negative relationship. Specifically, the more extrinsically motivated people are, the less intrinsically motivated they tend to be. For example, people who are extremely extrinsically motivated at their jobs (they are doing it for the money only) commonly enjoy their jobs less than people who are intrinsically motivated. Certainly, some people are highly motivated both extrinsically and intrinsically, but they are far less typical than people who are high on one and low on the other. The loss of enjoyment in the task that often accompanies extrinsic rewards can be avoided. The key is to make the extrinsic rewards meaningful, to relate them clearly to good performance.

| **goal**: cognitive representation of an outcome that influences our thoughts, evaluations, emotions, and behaviors |
| **extrinsic motivation**: motivations that are associated with the benefits associated with achieving a goal |
| **intrinsic motivation**: motivations that are associated with the process of pursuing a goal |

**Self-regulation and Achieving Goals**

**Self-regulation** is the term that refers to the complex processes through which we change our thoughts, emotions, and actions when pursuing a goal (Baumeister & Monroe, 2014). It is how we get ourselves to do things when intrinsic motivation is absent on its own. Some of the individual processes it includes are goal setting, planning, organizing and coding information, metacognition, modifying self-motivating beliefs, managing time, deriving satisfaction or pride from activities, and controlling actions and choices (Vancouver, 2018). As you can see, self-regulation is an enormous topic, and we can only begin to describe some of its important aspects.
To begin, though, let us stay with intrinsic and extrinsic motivation for a bit. Although it is not always possible to make activities enjoyable, we might be able to modify some of our beliefs and some of our choices (i.e., self-regulate) to make unpleasant tasks more bearable. For example, perhaps you make activities approach intrinsic motivation by being autonomous, in other words, making your own choices (Deci & Ryan, 2000). For example, maybe you have the opportunity to choose a topic or choose a method for achieving a course goal in a class you do not enjoy (for example, some teachers may offer the option to write a paper or give a speech about some course topic). By emphasizing your choices, your autonomy, you may be able to move an unpleasant task closer to intrinsically motivating. Another strategy is to look for opportunities to develop mastery of some behavior or information. What about the activities that you just cannot approach intrinsic motivation for? How do you get through a required class that you dislike with a teacher that you detest, for example? Clearly, in this case, you would have to resort to extrinsic motivation. The key is to find or create extrinsic rewards that are personally meaningful or consistent with your values and goals. If you can recognize how the class will help you succeed in your eventual career, you will probably have an easier time enduring it. If you can internalize extrinsic goals in this fashion, you will reap many of the benefits of intrinsic motivation (Deci & Ryan, 2000). We are not saying that you will suddenly fall in love with the task, but you may surprise yourself and enjoy it, or at least endure it, more than you expected.

Another key element of self-regulation is self-control, a key element (if not the key element) of controlling your actions. So far, we have been talking about goals as if they exist in isolation. That, of course, is not the case. At any given time you have many possible goals that you might pursue, and several individual self-regulation processes are devoted to helping us choose and focus on one. To illustrate the importance of self-control, consider the common situation when you have two goals that are in conflict: one is to engage in an activity that you will enjoy yourself right now, and another is to devote yourself to something less pleasant now that will lead to a more valued goal sometime in the future. Not that you need an example, but imagine that you have a big test in a week in your most important class (and your performance so far has not been up to your own standards). But the video game for which you have been waiting for 5 months is available tonight for the first time. You know that you really should study, but...

Previous research and theory had suggested that perhaps self-control is some fixed resource that you can run out of. For example, what if right before you had to decide whether to play or study, you had to exert self-control to force yourself to exercise when you did not really want to. Ego depletion theory suggested that it might be much harder to choose to study because you had already depleted your store of self-control (Baumeister et al., 1998). This is a compelling idea and one that you can probably illustrate with an example from your own life. Unfortunately, however, the idea might be wrong. Ego depletion was controversial for several years while psychologists argued over whether it could be replicated or not. It was finally tested in a multi-lab preregistered replication effort (23 separate labs testing over 2000 participants), and the results revealed a very small effect size that was consistent with the possibility that the effect does not exist. Indeed, 20 of the 23 individual lab replications could not rule out the conclusion that the effect size was 0. A couple of the labs (two for one dependent variable, one for a different dependent variable) even found an effect in the opposite direction (Hagger et al., 2016). So for now, at least, we are going to say that ego depletion is not correct (keep in mind, that could change with future research).

Other famous research suggested that self-control is a trait that is revealed very early in life and has profound influences in our later success (Shoda et al., 1990). This research was dubbed “the marshmallow challenge” and was detailed in a popular book (Mischel, 2015), and was even featured on Sesame Street, in a segment that was once parodied by Stephen Colbert.

You can also access the video directly at: http://www.cc.com/video-clips/ykt712/the-colbert-report-close-sesame

In the original research, preschoolers who were able to exert self-control and avoid eating a marshmallow (or other desired treat) for 15 – 20 minutes in return for two treats were much more successful years later. The problem is, a
large-scale replication with more diverse participants was published in 2018 (Watts et al., 2018). This new version of the research found that the advantages enjoyed by the children who had exerted self-control disappeared when the children's family characteristics and experiences were taken into account.

You can also access the video directly at: https://youtu.be/d8M7Xzjy_m8

You may feel as if you have a pretty good idea of what self-control is not right now. This is not very helpful, though, is it? Right, the key question to answer is, what self-control is. We can offer two good ideas. One is essentially a recap of what we said earlier, but the second is new. First, some people have managed to get closer to intrinsic motivation for tasks that they need to do. In other words, they have focused on mastery and autonomy, for example. They have been able to redefine extrinsic rewards to be consistent with their personal values. In essence, their behavior has become self-determined (Deci & Ryan, 2000), so that they have the sense that they are choosing to do the things that they have to do.

Second, some people have learned strategies to deal with temptations. One way is to redefine a temptation to try to make it less appealing than the helpful activity. For example, an individual might get in the habit of calculating how much exercise it will take to burn off the calories contained in an unhealthy treat to make that treat seem less valued. Another strategy is to get rid of temptations before they become temptations. For example, are you irresistibly drawn to Instagram when you are trying to study? Then put your phone in another room so you cannot even see it. (Fishbach et al., 2003; Fishbach & Trope, 2007).
self-regulation: the complex processes through which we change our thoughts, emotions, and actions when pursuing a goal

20.2. Emotion, Brain, Body, Cognition, Culture, and Behavior

Activate

- How would you define emotion?
- Which emotions do you think are the basic ones, common to all humans?
- Describe the physical sensations that you have when you are experiencing:
  - Happiness
  - Anger
  - Fear
- Make a list of the different ways that you think your emotions influence thinking processes, such as memory and reasoning.
- How would you respond to the suggestion that sometimes, your body reactions are so similar for different emotions that you might not be able to tell the difference between them? If that is true, what else can help you distinguish the different emotions?

Emotion is among the hardest concepts for psychologists to define. Many writers talk about emotions without defining the concept at all, and others note that everything that psychologists have to say about emotions is part of the definition. One psychologist proposed that a complete definition of emotions could be found by reading the entire paper he had written in combination with the complete contents of the 10 pages of references he listed (Zajonc, 1998). In general, we agree with that approach. You can get a sense of the complexity that we are implying by looking at the title of this section (Emotion, Brain, Body, Cognition, Culture, and Behavior). If you really want to know what we mean by emotion, you will need to read the entire section (and you should probably read all of the papers and books that are referenced, too, but we will not be checking on you).

In the meanwhile, though, let us provide a shorthand definition to give us a jumping-off point: Emotions are brain-and-body states that are experienced as strong feelings, such as arousal, pleasure, or displeasure.

It is worth noting at the outset that one of the key questions about emotions pertains to the relationship between universality, aspects of emotions that are common across all humans because of our shared biology, and social constructivism, aspects that are created by individual cultures and learned by members of those cultures. We will use the somewhat more meaningful term culture (or cultural) to indicate social constructivist arguments. Culture is knowledge, customs, and other behavior that are created by a group (such as a society, ethnic group, or nation), and that members learn by being part of that group. You will notice throughout that we propose some tentative answers to these questions, but we are left with many that are still unanswered.

Five key facts about emotions are:
Emotions Typically Occur in Response to Something

Sometimes, we experience emotion-like feelings that occur spontaneously; psychologists will typically refer to these feelings, which tend to be less intense and longer-lasting than emotions, as moods (Gendolla, 2000). In contrast, an emotion usually has an easily identified cause. Paul Ekman (2004), one of the most famous emotion researchers, has noted that the most important emotional trigger is realizing that something affecting our welfare is happening, is about to happen, or has just happened. For example, if you come home late one night to a dark house and discover that a ground-floor window has been broken and a room has been messed up, this realization is likely to trigger the emotion fear. When you realize that your house has been robbed and the culprit has left already, it is likely to trigger the emotion anger.

Other than events that impact our welfare, there are other categories of emotional triggers, though they are probably not quite as important. A second type of emotional trigger is when we think or talk about emotional experiences or imagined events. For example, if you go to your high school reunion and spend the evening talking about the fun times of old, you are likely to experience the emotion happiness. If you imagine winning the lottery, buying a new car, or even getting an A on your next big exam, you might very well experience happiness. A third key trigger for emotions is to observe them in other people. This, of course, is called empathy.

There are Different Emotions

In English alone, there are nearly 600 emotion words (Johnson-Laird & Oatley, 1989; Davitz, 1970). This is an impressive
demonstration of how important emotions are in our everyday lives, but psychologists are not necessarily impressed with the sheer quantity of emotion words. Many emotional words have very similar meanings, such as anger, rage, and hostility. Instead of simply listing all of the different terms that can be used to describe emotion, psychologists have found it more useful and interesting to search for basic emotions. They have typically assumed that there is a small set of fundamental, or basic, emotions, from which more complex emotions are created through mixing. For example, Johnson-Laird and Oatley (1989) conducted a linguistic analysis of the 600 emotion words and extracted five basic emotions: happiness, sadness, fear, anger, and disgust.

If we are to identify truly basic human emotions, however, we should not limit our examination to the analysis of a single language. Instead, we should look for emotions that appear throughout the world. Paul Ekman and his colleagues (Ekman et al., 1969) were perhaps the first to examine this question empirically. They found that people in many different cultures around the world could consistently recognize six separate emotions from facial expressions: Anger, Fear, Contempt-Disgust, Sadness, Happiness, and Surprise.

These six emotions were considered the basic ones, that is, the human universal ones, for many years. The only one that you might need defined is contempt; it is a feeling of being better than someone else. More recent research, however, has begun to question this conclusion. For example, some research has suggested that anger and contempt-disgust are quite similar, as are fear and surprise. The researchers suggested that only anger and fear of these four are the basic biological emotions, and the distinctions that lead to contempt-disgust and surprise are culturally learned (Jack et al., 2014). Other research has suggested that even fear might be a distinction from anger that is learned culturally or that some cultures agreed very little with Ekman's original labels (Crivelli et al., 2016, 2017). So it may be that there may be only three (Anger, Happiness, and Sadness) or four (plus Fear), or even fewer basic emotions. This is an intriguing idea: there may be a minimal amount of universality in emotions. Beyond that, the complexities that arise in our emotional experiences might be culturally learned.

Emotions are Marked by Similar and Distinct Body States: Physiology and Emotion

Regardless of which emotion you are experiencing, it is accompanied by physiological responses. When you are happy about a good grade or angry because a driver just cut in front of you, a great many complex events take place throughout your body. Particular areas of the brain become active, and obvious, and sometimes dramatic, changes occur throughout the body. Although some of those changes occur similarly across different emotions, others are typical of specific emotions only.

Some Brain Areas Important for Emotions

It is far too simple to say that there is an emotion area of the brain. Rather, as with all complex phenomena, an ensemble cast of many brain areas is involved. In particular, different parts of the cerebral cortex, limbic system, and the thalamus all play important roles in various aspects of our emotional experiences and expressions. That said, there is probably a star of the ensemble cast. Through the years, the one brain area that has been consistently identified as important to emotions is the amygdala, the almond-shaped structures in the limbic system.

Researchers through the years have identified several different emotion-related functions of the amygdala. They can be difficult to keep track of unless you notice that there appear to be two basic functions: recognizing the emotional content of a situation and learning how to respond to similar situations in the future. In particular, the amygdala seems particularly important for helping us to recognize a threatening situation. For example, there is a direct neural pathway from the thalamus—the brain area that first receives sensory input—to the amygdala (LeDoux, 1995; Zajonc, 1998). Activity in the amygdala can lead to an instant avoidance response, before you even recognize what led to the response (as when you open a door to leave a room and are startled to see an unexpected person who is about to enter).
Similarly, the amygdala becomes active when you detect a new stimulus but not when you encounter a familiar one. In cases like these, the sensory input is instantly interpreted as a potential threat (Schwartz et al., 2003). Other researchers have found that the amygdala helps us to recognize different emotions from facial expressions, a useful clue if you are trying to figure out, for example, if someone is about to punch you (Adolphs & Tranel, 2003; Yang et al., 2003). Many researchers now believe that the amygdala helps us recognize many different types of emotional situations, not only threatening ones (Ono & Nishijo, 2000).

Nearly 70 years ago, researchers discovered that electrical stimulation of the amygdala led people to report feeling fear or anxiety (Chapman et al., 1954). There is little doubt that the amygdala plays an important role in fear, an obviously important emotion in threatening situations. One key piece of evidence is that drugs that change the activity of amygdala neurons also influence fear. For example, valium is a GABA agonist—in other words, a drug that increases the activity of the major inhibitory neurotransmitter GABA. When a drug like Valium is directly applied to the amygdala, the inhibition of neural activity leads to a decrease in fear or anxiety (Davis & Lang, 2003). Valium, as you may know, is an anti-anxiety drug.

The second major function of the amygdala is to help us cope with similar situations in the future—in other words to help with learning and memory in emotional situations. During an emotional experience, the adrenal glands release stress hormones, such as epinephrine and glucocorticoids. These hormones activate the amygdala, which is connected to memory areas such as the hippocampus. The consequence is that emotional experiences are remembered better than non-emotional ones (Cahill, 2000; McGaugh et al., 2000; Pelletier & Pare, 2004). A second key way that the amygdala contributes to learning in emotional situations is through its connections to brain areas that release dopamine in the nucleus accumbens, the area that appears to be a key for reinforcement (Everitt et al., 2000). In both the memory and reinforcement situations, the amygdala’s role is to facilitate, or boost, the processes handled by the other brain areas (McGaugh et al., 2000; Parkinson et al., 2000).

Although the amygdala plays a starring role in the emotional stage, many additional brain areas are also key actors. For instance, many areas within the cerebral cortex get into the act. A full description of these areas would be well beyond the scope of this book, but I can give you an idea of a couple of important cortex functions. You may recall that we told you about an area called the anterior cingulate cortex in Module 14; it is involved in the emotional distress that accompanies pain (Rainville et al., 1997). The anterior cingulate cortex receives a great deal of neural input from the amygdala (Vogt & Pandya, 1987). It appears that the anterior cingulate cortex is involved in the recall or the conscious generation of emotions (Ono & Nishijo, 2000). Also, areas of the prefrontal cortex appear to be involved in integrating cognitive and emotional information for decision-making (Wagar & Thagard, 2003; 2004).

**Autonomic Nervous System Arousal**

The key physiological responses that take place throughout the body during an emotional episode are caused by the autonomic nervous system (ANS)—specifically, the sympathetic nervous system, which is the part that arouses the body. The amygdala has neural pathways to the hypothalamus, an important brain area for starting the autonomic nervous system (ANS) arousal (LeDoux et al., 1988).

Among the most common measures for assessing ANS arousal during emotions are the ones used in polygraph tests, commonly (but incorrectly) known as lie detector tests. The polygraph works on the assumption that when a person lies, they will experience a stress-related emotion, which will be reflected in physiological measures of sympathetic arousal, such as increases in heart rate, blood pressure, respiration, and electrical conductivity of the hand (it changes when your palms sweat). There are two major problems with polygraphs as lie detectors. First, skilled liars can learn to control some of the aroused body systems. For example, many people can reduce their heart rate and blood pressure through relaxation. Second, the sympathetic nervous system arousal that may be detected indicates that an emotion is occurring but does not indicate which emotion it is. The gross changes that the polygraph can detect are consistent with a variety of emotions. In addition, the differences in emotion between a liar and a truth-teller may be very subtle indeed, far more subtle for any technological ability to detect them. In short, the polygraph cannot tell the difference between someone...
who is anxious about telling a lie and someone who is anxious that the polygraph will accuse him of telling a lie. Because of the problems associated with polygraphs, it is illegal for employers (except the federal government) to use them for making hiring decisions, and they cannot be used as evidence in courts.

Just because the polygraph cannot detect physiological differences between emotions does not that mean that there are no differences. Through the years, many psychologists have believed that the type of arousal that occurs is the same for different emotions. This belief very likely stemmed from psychologists' drawing the wrong conclusions from their limited methods of measuring arousal. Today, though, a range of methods have emerged that allow researchers to detect more subtle differences. Currently, researchers believe that ANS arousal is reliably different for different emotions (Christie & Friedman, 2004; Levenson & Ekman, 2002). For example, researchers have found greater increases in heart rate for sadness, fear, and anger compared to increases for happiness (Levenson et al., 1990). For anger and fear, the heart rate increase appears to be related to the biological “fight-or-flight” stress response (Levenson, 1992). Other physiological changes associated with fear and anger are also consistent with this idea. If you are experiencing anger, the “fight” response is activated and finger temperature increases, indicating increased blood flow to the hands so that you could use them to fight. With fear, blood flow increases to the legs with the activation of the “flight” response (Ekman, 2003; Levenson et al., 1992).

**Emotion Interacts with Cognition**

In the Module introduction, we noted that there has been a bit of a competition between cognition and emotion for primacy within psychology. Historically, some psychologists have argued that the fundamental processes of mental life are cognitive ones; others have argued that they are emotional ones. At this point, however, it seems clear that human mental processes and the behavior that springs from them are the products of a complex interaction between the two. You are probably not surprised to learn that emotion interacts with cognition. For example, when people are happy, they tend to interpret new information positively. When sad or angry, they interpret it negatively. So, your professor's jokes may be funny or annoying, depending on your current emotions (Clore et al., 1993).

In addition, our memories are influenced by current emotion, a phenomenon called mood-congruent memory. We find it easy to remember other happy events when we are happy, other sad events when we are sad (Fiedler et al., 2001). We also predict the likelihood of future events with the same bias (DeSteno et al., 2000): Happy events seem more likely when we're happy, sad events when we're sad. Interestingly, some people can engage in mood incongruent memory as a strategy to improve their emotional state. In other words, when feeling sad, they force themselves to think of happy memories (Rusting & DeHart, 2000).

More broadly, you might realize that other aspects of thinking can be influenced by the emotions we are feeling. Psychologists refer to this idea as hot cognition, a term that refers to changes in thinking and reasoning that result from emotions and motivations (Abelson, 1963). For example, consider the concept of weak-sense critical thinking we introduced in Module 7, in which people engage in critical thinking-like behavior only for the purpose of proving their point right. This is similar to the idea of motivated skepticism, in which an individual's emotions or motivation lead them to think critically only about information that disagrees with what they believe (Ditto & Lopez, 1992).

**hot cognition:** changes in thinking and reasoning that result from emotions and motivations

**mood-congruent memory:** a phenomenon in which people tend to remember events that are consistent with their current emotions or moods

---

348 | Module 20: Emotions and Motivation: What Moves You?
Also, consider language. There is no doubt that language is deeply related to cognition (see Module 16), and in some respects, it reflects the cognition that occurs. In other words, when you “think about something,” it is likely that you “talk to yourself in your mind” in terms that reflect the way you’re thinking. Different languages across the world obviously differ in their emotional vocabulary. The question is, do the differences in language imply that different cultures do not experience the same emotions? For example, do the inhabitants of a country such as Micronesia, because they have no word for anger, not experience anger?

Above, we described some research on the still-open question about the extent to which some specific emotions are universal. It does seem pretty safe to say that it is very likely that people in all cultures throughout the world experience anger. They probably do not, however, experience it the same way, and the differences are often related to the different ways that cultures think (or talk) about emotions. Anna Wierzbicka (1999) notes that Russian has two very common words that correspond to the English word sadness. They are not synonyms and reflect common differences in Russians’ experience of sadness. One word indicates deep sadness that has a clearly identifiable cause (somewhat similar to the English grief), whereas the other is light or passing sadness that may occur for no particular reason. The fact that they are very common words suggests that both are very common emotions in the Russian experience.

There are a great many linguistic differences across cultures that suggest real diversity in emotional experiences. Indeed, research has found substantial cultural differences in the frequency of different emotions. For example, North Americans report more positive emotions and fewer negative emotions than Asians, such as Japanese and Indians (Diener et al., 1995; Scollon et al., 2004). In addition, some cultures value particular types of emotions; for example, many Asian cultures value emotions that lead a person to feel engaged with or connected to other people. An emotion like pride, which tends to separate a person from others, is not valued, and indeed Asian research participants report feeling pride less often than those from Western cultures (Kitayama et al., 2000; Scollon et al., 2004). It is likely that these linguistic differences are both a reflection and cause of these emotional differences. This interesting possibility is related to the Sapir-Whorf hypothesis, the idea that language people use, helps determine (not simply mirror) their thoughts (Sapir, 1921; Whorf, 1956).

Sapir-Whorf hypothesis: the idea that language people use, helps determine (not simply mirror) their thoughts

Emotions are Related to Behavior Through Expression and Motivation

Our fifth key observation about emotions is that they are related to motivation and expression. We have already briefly described some of the relationship between motivation and emotion, so let us focus on expression here. The idea is that we engage in behaviors that communicate the emotion we are experiencing to other people. For example, perhaps the most obvious expression of an emotion is a verbal one; you can simply tell someone that you are experiencing an emotion. If you feel angry, you say to someone, “I am angry.” Of course, there are many additional ways that we express
our emotions, and it is these nonverbal expressions that have received the most attention from psychologists over the years.

**Nonverbal Expression of Emotion**

Some behaviors motivated by emotion are grand displays involving words and a complex series of actions. Think of how you might react to a surprise birthday party: speechless astonishment followed by repeated assurances to the guests that you were surprised, hugs and smiles and words of appreciation. But other expressions of emotion are more subtle, taking place on a smaller scale. Tone of voice, body movements, and facial expressions can all help to convey the emotions that we are experiencing.

What happens when verbal and nonverbal expressions of emotion disagree? For example, imagine that you are having a heated discussion and you decide that the other person is angry. “No, I am not angry!” comes his or her verbal expression. At the same time, though, the person's voice is loud and strained, and his or her lips are tight and eyebrows are low. Are you going to trust the verbal expression or the nonverbal expression of emotions? Research from nearly 50 years ago suggested that only 7% of the emotional content of a message comes from the actual words; the rest comes from vocal characteristics, such as tone of voice, and nonverbal expression, such as facial expressions and gestures (Mehrabian, 1972). People are largely aware of the relative value of the different modes of expression, too; research has shown that individuals extract more emotional meaning from vocal characteristics than from the actual words (Argyle et al., 1970).

The observations about the relative unimportance of verbal expressions of emotions have led some psychologists to ignore them completely. That is probably going too far. The dominance of vocal characteristics and facial expressions over words is evident only when they disagree with each other (for example, the words say “I am not angry,” but the facial expression says otherwise). There is little doubt that the words that people use to indicate that they are experiencing an emotion can be very important, especially when they agree with the other kinds of expressions. For example, although non-verbal expression allows an observer to figure out the approximate emotion—for example, anger—words may be essential for determining the exact emotion and what triggered it—for example, “my favorite baseball team had the bases loaded with no outs and failed to score” or “my roommate came in and changed the channel from the baseball game to Say Yes to the Dress.” In addition, the verbal communication of emotions is a key component of many psychological therapies (Fussell, 2002).

It is a mistake to ignore a verbal expression of an emotion, but we would certainly be cautious if nonverbal expression disagrees. Do not be overconfident about your ability to recognize nonverbal emotional expression, however. In general, we are good at recognizing intense emotions in others. We do not do as well with milder emotions and with subtle distinctions among emotions, and we tend to be quite poor at seeing through concealed emotions (Ekman, 2003; Ekman et al., 1999).

The type of nonverbal emotional expression that has received the most attention is facial expressions. Many aspects of facial expressions are not under our conscious control. Therefore, facial expressions cannot lie, if you know what to look for. Paul Ekman and Wallace Friesen know what to look for. They have developed a system for measuring the precise muscle movements involved when we form particular facial expressions (Ekman & Friesen, 1978; 2002). From this work, we now have detailed maps of how the parts of the face move for different emotions. For example:

- **Sadness**: inner corners of eyebrows are angled upward; eyebrows are drawn together; eyelids droop; gaze is down; lips are stretched horizontally with lower lip up and corners down; cheeks are pulled up, creating a crease from nose to outside of lips
- **Anger**: eyebrows are lowered and pulled together, with inner corners pointed toward nose; staring hard with eyes opened wide; jaw is pushed forward; lips are pressed together and tensed

Of course, everyone knows that the key to recognizing happiness is the smile. Although people certainly do smile when
they are happy, it turns out you cannot reliably judge happiness from a smile. People smile when they want to be polite, when they want to convey that they are not a threat, and for many other reasons. Ekman notes that if you want to know whether a person’s smile really signals that they are happy, you have to look around the eyes. More precisely, the muscle that surrounds the eye causes the section of skin between the eyelid and eyebrow to be pulled down and leads to a smile that engages far more of the face than the area around the mouth.

**Gender and Emotional Expression**

In section 20.3, we will make the disturbing observation that aggression has a significant genetic component; hence, it is part of human nature. We also have, as part of human nature, the capacity for kindness, generosity, and sympathy. A key component of this capacity is **empathy**, the ability to identify with someone else’s emotions. When you experience empathy, you begin to feel the emotions that you recognize in someone else. There are large individual differences in empathy, from people who constantly cry at weddings and while watching movies to people suffering from an antisocial personality disorder (commonly known as sociopaths), who appear to experience something close to no empathy at all. According to behavior genetics research, empathy has a significant genetic component (Davis et al., 1994). It probably does not surprise you that women tend to be more empathetic than men, a difference that shows up as early as one-year-old (Trobst et al., 1994; Zahn Waxeder, et al., 1992).

Women also tend to express emotions more effectively than men, but they might not feel them any differently (Coats & Feldman, 1996; Hall, 1984; LaFrance & Banaji, 1992). The difference appears to be, more than anything else, one of **display rules**, the rules for how and when emotions should be expressed outwardly. In the US, for example, display rules for men dictate that they are not supposed to express sadness, fear, and embarrassment. Women are supposed to express emotions that improve relationships; for example, they should express happiness frequently and should not express anger (Brody, 2000; Hecht et al., 1993). Keep in mind that there are many individual men and women who violate the display rules and express the “gender inappropriate” emotions, but the rules do capture the average differences between men and women.

Incidentally, cultures also differ on many aspects of emotional expressions. In particular, cultures have different display rules (Ekman & Friesen, 1969), just as females and males in American culture do. For example, in many Asian cultures, the display of anger is considered inappropriate, so Asians may often be seen smiling when they are angry. The use of specific gestures to express emotions is also different across the world.

**Debrief**

- Can you think of examples when you were successful and unsuccessful at concealing an emotion that you were feeling? Was your success or failure related to your inability to conceal, an observer’s ability to read your emotions, or both?
- Look at your list of sayings from Activate #2. What relationships can you identify between the sayings

---

**empathy**: the ability to identify with someone else’s emotions  
**display rules**: rules for how and when emotions should be expressed outwardly
and the material you have just read about emotional expression, gender, and culture?

- Think about something that reliably triggers an emotional response for you. How does it relate to your personal welfare?
- Have you experienced a situation in which emotional arousal seems to have improved your memory of the event? Can you explain in your own words why these sorts of memories are so vivid?

20.3 Anger and Aggression

We often categorize emotions as positive or negative, based on how pleasant or unpleasant they feel. If we applied this categorization scheme to the list of basic emotions, we would have anger, fear, and sadness on the negative side, happiness as the one clearly positive emotion, and two unclear cases in contempt–disgust and surprise. Surprise can be pleasant (e.g., surprise party), unpleasant (e.g., threatening dog jumps at you), or neutral (e.g., you open a door to leave just as someone else is opening it to enter). Contempt and disgust, although listed together, probably differ from each other in pleasantness. Few people would judge disgust as pleasant, but regarding someone with contempt can feel very good.

This section focuses on anger, which is only one of the unpleasant emotions. Why is it getting special attention? Because it sometimes leads to aggressive behavior. Aggression has been in the news a great deal in over the years, in cases like school shootings, road rage, and terrorist activities throughout the world. Many social psychologists study anger and aggression in hope of helping to reduce their impact on members of society.

Anger: An Emotion

It is very tempting to categorize emotions as positive or negative based, not on their pleasantness, but on their consequences. We have to be careful about that temptation, however. Although a particular emotion might often lead to negative consequences, it might also often lead to positive ones. Consider anger. Consider the story of a college student who stormed off after an argument with his girlfriend one night. The next morning, he was the sorry recipient of a broken hand, a result of an angry encounter he had with a tree. (Yes, he punched a tree. The tree won.) In this case, it was clear that the anger was not positive.

On the other hand, consider perhaps the most famous bus passenger of all time, Rosa Parks. As the high school history
class version of her story goes, Ms. Parks was tired and refused to give up her seat to a white passenger, as was required of African Americans in Montgomery, Alabama, in 1955. In reality, Rosa Parks was tired, not from work but from the mistreatment of African Americans that was accepted practice at that time (Parks, 1994). Thus, one of the key events in a series that culminated in the massive progress in civil rights throughout the US was essentially motivated by anger. In this case, then, the anger was a positive emotion.

Aggression: A Behavior

An examination of the evening news, the history books, or the local playground will reveal something important about us; humans have a nasty habit of hurting each other. Psychologists define aggression as any behavior that is intended to harm or injure another living being. Note that it includes physical and verbal behavior, as well as physical and emotional harm. Killing, punching, insulting, teasing, and not letting someone “join in any reindeer games” all qualify as aggression when they are committed with the intention to harm or injure. Even without such a broad definition, aggression is depressingly common; it has been a primary goal of psychologists for many decades to understand aggression’s causes so that we may reduce or eliminate it or its consequences.

It is true that aggression need not necessarily follow from anger, but is anger necessary for aggression? Some psychologists draw a distinction between instrumental and hostile aggression. Instrumental aggression is used to achieve some other end and can presumably be committed without feeling angry. Hostile aggression is by definition fueled by anger. Some psychologists do claim that anger is necessary for all aggression (Zillman, 1988). Even if some aggression can be committed without anger, however, the distinction between instrumental and hostile aggression is not always clear. For example, although there are times when soldiers aggress dispassionately, essentially because they are following orders, it can be easy for the aggression to slip into out-of-control hostile aggression. For example, many times throughout history, military personnel have gone beyond the instrumental aggression that they were ordered to commit and engaged in anger-fueled hostile aggression (e.g., torture of Iraqis by American soldiers at Abu Ghraib).

It might seem odd to lump together different types of aggression, such as teasing, insulting, excluding from play, spreading false rumors, punching, and killing. There is some conceptual confusion even about the differences in physical aggression. Are the acts of punching someone and shooting someone similar in some fundamental sense, or are they different kinds of aggression altogether? Some researchers have decided to use violence and aggression interchangeably, suggesting that much of what we learn about one can be applied to the other (Ramirez, 2003). We can define violence as extreme aggression with the goal to seriously injure or kill another living being. There may be some truth to that. Have you ever seen or been in a fight where nothing mattered except hitting the other person? There were definitely times when one or both of the fighters “lost it” and began swinging and hitting uncontrollably. It is easy to imagine that if the fighter had been holding a weapon at that time, he would have used it (in our experience, it has always been a he). In some cases, at least, the difference between trying to hurt someone with your fists and shooting someone may only be a difference in the means available for acting. On the other hand, as we will see, there are some important differences between violence and aggression.

Even physical aggression and indirect aggression (e.g., verbal or relational, such as spreading false gossip) may be
more similar than they appear on the surface. For example, as adolescent boys “grow out” of their aggressive phase, they appear to be replacing physical aggression with verbal taunts and other indirect kinds of aggression, so the two may serve the same function (Geen, 1998).

The possibility that different types of aggression are quite similar and perhaps substitutable for each other complicates one of the most common beliefs about aggression. “Everyone knows” that men and boys are more aggressive than women and girls. The situation is not nearly so straightforward, however. By using different conceptions of aggression, some researchers have found few differences between genders in their aggressiveness, and in some cases, they have found females to be more aggressive than males. There is no doubt that men and boys throughout the world commit more serious physical aggression and violence than women and girls (Daly & Wilson, 1988; Hilton et al., 2000; Hyde, 1986). Within the confines of a heterosexual relationship, however, women may commit more aggressive acts, while men’s aggression more commonly results in injury (Archer, 2000). Other researchers have found the genders equal in verbal aggression (Buss & Dedden, 1990). If verbal and relational aggression are included along with physical aggression, gender differences in total aggression disappear (Bjorkqvist, 1994). In light of these findings, saying that “men are the aggressive gender” seems wrong.

So, what does cause aggression? I recently did an informal search using a commercial search engine for “aggression cause.” Among the first few pages of search results, I found the following factors implicated (in no particular order):

- Brain injury or disorder
- Steroids
- Violent media
- Daycare
- Frustration
- Alcohol or drug use or withdrawal
- Blood loss
- Peer pressure
- Soy
- Low serotonin
- Hypoglycemia
- Poor relationship skills
- Rejection
- Processed foods
- 192 medical conditions
- Severe infection
- Touch deprivation
- Pain
- Boredom
- Age crisis

As implausible as it may seem, all of these could be correct. That is the nature of a complex phenomenon; it has many causes, and the fact that one proposed cause is correct usually does not rule out the possibility that another factor is also a contributing cause. Although we do not have all of the answers to the question of why people behave aggressively, we have made great progress in understanding the complex set of causes. We will talk about the two broad categories of causes that have been proposed, biological and psychological. Both types include some environmental causes, so you should not think of them as substitutes for “nature” and “nurture.”
Biological Causes of Aggression

Many people are reluctant to grant that aggression might be biological, especially genetic, because of the assumption that explaining some phenomenon as genetically influenced means that it is inevitable. Evolutionary psychologists argue that aggression has developed as a human trait because of our human ancestors’ need to compete with each other for scarce resources and for mates. Critics counter that because human aggression can be so deadly, it is hard to imagine how aggression could benefit the species (Baron & Byrne, 2000). This counterargument makes two false assumptions, however. First, the fact that a behavior is not beneficial today says nothing about the environmental conditions in which it may have evolved (Tooby & Cosmides, 1990). Second, evolution through natural selection does not operate on the level of increasing the survival of the species; it operates on the level of increasing your (and your family’s) chances of survival. Aggressive behavior to drive off or eliminate competitors for scarce resources led to an increased chance of survival for individuals and their offspring, so aggression can very well be seen as an evolutionarily adaptive solution.

Today, however, we do not scare off competitors with stones or occasionally injure or kill a small band of rivals. But, we do have weapons that kill people from 100 yards away available for purchase on many street corners (in some states there are more gun dealers than McDonald’s restaurants). We also have weapons that are capable of killing thousands, or even millions, in a fraction of a second. Now that the human race has the ability to obliterate itself, we need to understand why people attack and sometimes kill each other. It is small comfort to believe that aggression was once an adaptive trait. We need to know whether biology plays a role if we want to have a chance to minimize it or the damage it can cause.

The fact that aggression appears throughout the world is important evidence that some aggressive behavior is biologically influenced. Consider war. Contrary to early research by anthropologists (Mead, 1928; 1940), it is clear that virtually all societies have had wars (Divale, 1972; Ember, 1978). There are certainly large cross-cultural differences in the frequency and type of aggression, suggesting that other factors play important roles as well (Fry, 1998), but human aggression is a fact throughout the world.

Probably the most common argument through the years that aggression is biological has been gender differences, but as you saw above, men are not necessarily more aggressive than women. Rather than arguing about gender differences, it is more useful to examine the behavior genetics evidence. Generally, the heritability of aggression appears to in the 40% – 50% range— but sometimes higher (DiLalla, 2002; Miles & Carey, 1997; Niv et al., 2013; Porsch et al., 2016); in other words, about half (or more) of the differences in aggression across people is due to differences in their genes. The situation is a little complicated, however. For example, researchers have only found significant genetic contributions when they examine aggression reported by individuals, parents, or teachers. When the researchers observe aggressive behavior in a laboratory setting (that is, by putting people in situations contrived to elicit aggression), the genetic contribution has been much lower (DiLalla, 2002).

A second, related set of biological causes is epigenetics. Recall, these are changes in phenotype, or gene expression (in this case aggressive behavior) that result from tags operating on genes without changing those genes. Researchers have found that epigenetic mechanisms can lead to increases in aggression through changes in our stress response and immune system (Waltes et al., 2015).

A third source of biological evidence is hormones. Testosterone is the hormone that has shown the closest association with aggression. You have to be very careful, though, because the common belief that “testosterone causes aggression” may be an oversimplification. Several researchers have found correlations between the amount of testosterone and aggression, but the relationships are weak and not present for all people (Berman et al., 1993). Meta-analyses have shown weak correlations between testosterone and aggression (Book et al., 2001). There is some experimental evidence that testosterone can cause aggression, for example, in experiments that give people large doses (Pope et al., 2000).

But, there is also evidence suggesting that aggression causes increases in testosterone. This research has not examined aggression directly but rather competition and dominance feelings. For example, when tennis players beat their opponents by a clear margin, there is an increase in testosterone (Mazur & Lamb, 1980). Even winning a simple game testing reaction time in a psychology laboratory has been associated with increased testosterone (Glade et al., 1989). If you are thinking that perhaps the testosterone increased first, leading to the victories, good job; that is what
you should be thinking. Another team of researchers examined testosterone levels in soccer fans at the end of a game; the levels were higher in the fans of the winning team (Fielden et al., 1998). Clearly, then, testosterone can increase as a consequence of feeling dominant. If testosterone levels increase in these situations, it seems likely that they would also increase in response to aggression.

One biological factor that has received a lot of attention is the neurotransmitter serotonin. Specifically, low serotonin has been linked to an increase in aggression. Animal studies, in which mice are bred to be high or low in aggressiveness, show marked difference in serotonin neurotransmission (Veneema et al., 2004). In humans, the relationship is quite small, however. A large meta-analysis found a weak relationship between low serotonin and higher levels of aggressiveness (Duke et al., 2013). The effect appears to be indirect, as low serotonin relieves people of inhibition, leading them to act on aggressive impulses more frequently.

Our table of supposed aggression causes culled from the internet included several foreign substances—such as drugs, steroids, or processed foods—which we also count as potential biological causes. Their direct effects would be to influence the brain or physiological systems associated with aggression. Without going through all of the candidates in detail, let us just say that alcohol is the foreign substance that has the strongest evidence of a link to aggression (Bushman & Cooper, 1990). Alcohol has been specifically noted as a contributing factor to sexual violence and spousal abuse (Stith & Farley, 1993; Testa, 2002). Alcohol makes it more difficult for the drinker to interpret social cues, which may partly explain its specific role in sexual assault (Taylor & Leonard, 1983). More generally, alcohol appears to increase aggressiveness by decreasing one's ability to focus on the self and by making reactions to conflict more extreme (Ito et al., 1996; Steele & Southwick, 1985).

**Psychological Causes of Aggression**

The most influential psychological explanation for aggression comes from a straightforward application of social learning and cognitive social learning, which you saw in Modules 6, 17, and 19 already. Individuals can learn to be aggressive if they are rewarded for their behavior. For example, the bully who gains the respect of his peers, as well as the lunch money he took when he punched the little guy, is likely to repeat his aggressive behaviors (Bandura, 1986; Patterson et al., 1967). In addition, we can learn aggressive behaviors through observational learning.

Two important situations where we often witness aggression are at home and in the media. As we have seen spanking is associated with antisocial tendencies and aggression in children. The child watches the parent spank, and the parent gets rewarded for it (the child stops misbehaving). This is a classic setup for observational learning to occur. The media, too—television shows and movies, sporting events, even cartoons—are sometimes overwhelming sources of violent and aggressive images. You may occasionally hear on the news, that research has been inconclusive about the role of media violence in aggression. That is not true. From over decades of research, correlational, longitudinal, and most importantly, experimental, the results are consistent, conclusive, and clear. Viewing violence in the media causes aggression (Geen & Thomas, 1986; Geen, 1998; Huesmann, 2003). Researchers have also drawn similar conclusions about violent video games. Reviews of the research found evidence that violent video games cause aggression in children and adolescents (Anderson et al., 2010; Bensley & Van Eenwyk, 2001; Gentile et al., 2004).

“But hold on,” you might say. “I have heard about this, it has been in the news. They have talked a lot about the research. Violent video games do not make people aggressive. Besides, I play violent video games all the time, and I am not aggressive.” So let us address these objections. We will take care of the second one first. Every single person is just one single person. In other words, each person is a case study, and just because something is true for one case, it does not mean it is true for everyone. By now, we hope this argument sounds very familiar. It is a serious overgeneralization, and one of the most important errors to try to avoid. It is, quite simply, exactly why we have to do research because an individual's experience is not a valid way to discover the truth.

The second point is a bit harder to address. You will recall when we talked about the research on spanking, we talked about the myth of two equal sides. That does not seem to be going on here. The evidence on one side feels stronger, but less overwhelmingly so in this case. In other words, there is some legitimate research that finds that violent video...
games are not as damaging as the critics say, so the topic is still controversial. Before we get to that, though, we have to address a confusion, or more technically, a conflation (a blending or fusing of separate ideas). To illustrate the problem: in 2019, there were articles in Psychology Today, the LA Times, the NY Times, the Guardian, PBS, Time, CBSnews.com, and many other publications with virtually the same headline: “Violent video games do not cause violence.”

We never said they did.

We said they cause aggression. This is the one key difference between violence and aggression that we hinted at in the beginning of this section. Research has not really addressed the question of violent video games and violence. So it is true that there is no scientific evidence that playing violent video games causes violence. There is evidence that playing violent games causes short-term, mild increases in aggressive thoughts and aggressive behaviors. There is a possibility that these mild increases could accumulate over time to lead to longer-term changes, but so far that evidence is missing (Allen et al., 2018).

The pro-video game side has conducted meta-analyses of their own that indicate that violent video games do not lead to increases in aggression, or that the effects are very small (Ferguson, 2015). We wish we could tell you that the use of meta-analysis should make these kinds of arguments unnecessary, but it does not. Individual researchers who conduct a meta-analysis can set up their own criteria for which studies get included, and there are still options for data analyses that can, in some cases, yield different conclusions.

And we have not addressed one of the key areas of contention. Each side has been criticizing the quality of the other side’s research. For example, one study that found no effect of violent video games only had their participants play the game for 15 minutes (Hilgard et al., 2019). Critics charged that this was too short to expect any effects. At the same time, some studies that do show an effect of the games on aggression have used the amount of hot-sauce the participant chooses to give to a person who dislikes spicy foods. Critics here charge that this is a poor operational definition of aggressive behavior.

To be sure, the situation is messy. But that is how scientific progress often works. Currently, we are sticking with the “short-term, mild increases in aggressive thoughts and behavior” side, but honestly, that could change in the future as more convincing evidence is produced by the other side. You might recall that this is what we called skepticism in Module 7.

Let us conclude with some less contentious ideas. In many cases, aggression is a response to an aversive condition, which is one that creates a negative emotion. The way an individual responds to aversive conditions is determined by several factors, such as genes, prior learning experiences, and the situation itself (Berkowitz, 1989; 1993). One common situational factor is violent images in the media.

The most well-known aversive condition for psychologists is frustration. Often when we become frustrated, we can become aggressive if the other factors line up. For example, video games can sometimes be frustrating, particularly when the player loses. That frustration can, in some cases, lead to aggression (Breuer et al., 2015). Frustration is by no means the only aversive condition that can lead to aggression. Other common ones include fear, anger, pain, and uncomfortable temperature (Anderson et al., 1995). For example, one group of researchers examined 826 games from three seasons of major league baseball and discovered that the hotter the temperature was, the more batters were hit by pitches (Reifman et al., 1991).

When frustration was first proposed as an explanation for aggression, researchers believed that frustration always produced aggression (we now know that this is not true; for example, if there is a reasonable explanation for the frustration, people are less likely to act aggressively; Dill & Anderson, 1995). To explain how this works, they used the concept of catharsis (Dollard et al., 1939). Catharsis is the release of anger through the expression of it. In other words, in order to release one’s anger, you have to act aggressively. This idea, which really dates back to the philosopher Aristotle, has taken on a life of its own and is very commonly given as advice. If you want to get over your anger, get angry; yell at someone, kick a pillow, punch a heavy bag, etc. It is true that vigorous activity releases arousal, which can be helpful in reducing anger and aggressive impulses. It often does not work out that way, though, unless the problem that led to the anger is solved. More typically, we think of the event and get angry all over again (Caprara et al., 1994). If we choose the wrong kind of activity, catharsis does even worse. Acting aggressively through some surrogate activity, such as punching an inanimate object, tends to increase aggression instead of reducing it (Bushman et al., 1999).
don't choose to punch something harder than our hand. Broken hands are not the only practical risk. When we release anger explosively, for example by yelling at others, we may provoke them into an angry response, thus creating new problems for ourselves.

**catharsis:** the release of anger through the expression of it

So what is the answer to the question, “Does testosterone/pain/low serotonin/etc. cause aggression?” In very many cases, the correct answer is “yes, but . . .”

Consider an individual who was spanked as a child, watched violent cartoons and television shows as a youngster, and graduated to violent horror movies later. This individual has played many violent video games and to this day continues to watch violent movies. He was in several fights as a teenager; he won most and received a great deal of sympathy when he was attacked by a large group (and lost). It certainly sounds as if this poor soul should be a fairly aggressive individual. But we know him; he is not. He is one of the most gentle people we know. He has never once spanked his children and has not been in a fight in over 35 years. He does not drive aggressively, and we have never even heard him utter a single aggressive sentence.

What is going on? It turns out that you can never use the causes that psychologists have uncovered for a complex behavior to predict information with a high degree of confidence about any single individual. Whatever risk factors for aggression an individual may have in their background, there may be something that counteracts these. One critical factor may be the knowledge about the causes of aggression and about the relationship between anger and aggression, which can allow people to pause long enough when they have aggressive impulses to let them pass. Such is the nature of human nature. Most interesting behaviors are extremely complex with many potential causes, making it impossible to make predictions about individuals. It is only when we look at large groups that we can observe the increased likelihood that some particular risk factor leads to an increase in aggression on the average.

By the way, this very same complexity makes it extremely difficult, if not impossible, to explain any specific behavior in an individual after the fact. For example, after nearly every highly publicized mass shooting in the US, many observers are quick to blame the shooter's feelings of alienation, or affection for “death metal” music, or fondness for violent video games as causes of their highly aggressive actions. Filmmaker Michael Moore, on the other hand, noted that the two boys who committed the mass shooting at Columbine in 1999 went bowling on the morning of their infamous act and that by the same logic (i.e., if X follows Y, Y must cause X), bowling is as likely a cause for their violence as any of the other factors commonly cited—hence, the title of his 2002 documentary, *Bowling for Columbine.*

**Debrief**

- Think about some episodes when you got angry. Can you identify positive and negative outcomes?
- How has your opinion about aggression changed after reading this section?

Helen Keller is reported to have said, “Blindness separates people from things, deafness separates people from people.” If you Google the quote, you will find that most people using it are companies selling hearing aids, but that is beside the point. The point is, we think, that being separated from people is worse than being separated from things. Our world, it seems, is largely a social one. As such, the purpose of cognition (see Unit 2) is not simply to understand and reason about the world of objects. Rather, a great deal of cognition concerns the social world. And an understanding of principles of social cognition can help you to navigate our social world.

Of course, we go well beyond simply thinking about other people; we also interact with them every day. In particular, we influence them, and they influence us.

These three ideas – thinking about, interacting with, and influencing other people – are the topics of this module. They are spread over five sections. Section 21.1 describes the process through which people explain others’ behavior; it is called attribution. In 21.2 you will learn about the relationship between thinking about other people (attitudes) and interacting with them (behavior). Section 21.3 is about one of the most serious and harmful problems associated with thinking about and interacting with other people: the human tendency to rely on stereotypes, prejudice, and discrimination in our social relations. Sections 21.4 and 21.5 cover the “influence” part of the module. One key way source of influence is the many types of groups in which we find ourselves. Section 21.4 describes many of these group influences. Finally, section 21.5 covers specific efforts and techniques people use when they attempt to influence others—namely, persuasion and obedience to authority.

21.1 Attribution: Explaining People’s Behavior
21.2 Attitudes and Behavior
21.3 Stereotypes, Prejudice, and Discrimination
21.4 Group Effects on Individuals
21.5 Attempts to Influence Others

**social cognition**: how people process and interpret social information

**READING WITH A PURPOSE**

Remember and Understand

By reading and studying Module 21, you should be able to remember and describe:

- Attribution: situational and dispositional attributions, correspondence bias (fundamental attribution error), actor–Observer bias (21.1)
- Attitudes (21.2)
- Cognitive dissonance (21.2)
- Stereotypes, prejudice, and discrimination: social identity, realistic group conflict (21.3)
Apply

By reading and thinking about how the concepts in Module 21 apply to real life, you should be able to:

- Recognize dispositional and situational attributions, as well as the correspondence and actor-observer biases (21.1)
- Explain why attitude and behavior are consistent or inconsistent in an example (21.2)
- Recognize the use of persuasion and obedience principles (21.5)

Analyze, Evaluate, and Create

By reading and thinking about Module 21, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Improve your ability to make situational corrections or attributions when they are appropriate (21.1)
- Differentiate stereotypes, prejudice, and discrimination; identify examples, and propose how they may be corrected (21.3)
- Determine which group effects are operating in groups to which you belong (21.4)
- Create a multi-part persuasive appeal using both the central and peripheral routes. Determine when each strategy should be employed (21.5)

21.1 Attribution: Explaining People's Behavior

Activate

- Imagine that on the first day of the semester, your new chemistry professor walks in and shocks you with their behavior. They are rude and disrespectful, and insult students and bad-mouths their colleagues. How would you react? What would you say to yourself?

In Module 1, we noted that people commonly have the same goals that psychologists do, namely explaining others' behavior. The process by which we try to figure out the causes of someone's behavior is attribution, another word for explanation. There are an infinite number of specific attributions that we can make to explain any specific behavior. In
the case of the rude chemistry professor of the Activate section, for example, you might conclude that they are a nasty person, that they are acting tough to set a tone for the semester, or that they had a fight with their spouse that morning. Individuals tend to think that they make attributions well, in other words, that they are “a good judge of character” (van Boven, 2003). Unfortunately, this confidence is not always well placed. Of course, if we were perfect at explaining others' behavior, there would be little need for psychology, or at least for this part of social psychology.

We are fairly good at some kinds of attribution, however. Charles Darwin found that people are good at the simple recognition of emotions revealed through facial expressions, and others have since confirmed that observation. We make these kinds of attributions hundreds of times each day. It is important to keep these successes in mind as we focus on the errors that can creep into our other interpersonal judgments.

There are two broad types of attributions. One is a dispositional attribution, an explanation that the behavior is a result of an enduring personality trait, or disposition. For example, someone who concludes that the chemistry professor is a nasty person would be making a dispositional attribution. The second type is a situational attribution, an explanation that the behavior results from some external factor, or the situation. A student who concludes that the chemistry professor must have had a fight with their spouse is making a situational attribution. Many people initially make dispositional attributions somewhat automatically. Then, upon reflection, they may update or correct that initial attribution with situational explanations (Quattrone, 1982). So, your first reaction to the chemistry professor is likely to be, “what a jerk!” After you think about it for a while, you may realize that there might be other reasons why they might be acting like that.

| attribution: the process of explaining the causes of someone else’s behavior |
| situtional attribution: an explanation of someone's behavior that focuses on environmental or situational causes |
| dispositional attribution: an explanation of someone's behavior that focuses on stable personality traits of the actor |

This is a great process when it works. The only problem is, it does not always work. For one thing, situational corrections tend to be insufficient to overcome dispositional attributions, even when the situational factors are obvious. Making matters much worse, situational factors are often hidden; often, the behavior alone is observable. If the chemistry professor's behavior is a result of a fight with their spouse, the students do not know that for a fact. All they know for sure is the classroom behavior. Finally, because dispositional attributions are more-or-less automatic and situational ones effortful, guess which ones sometimes get skipped? Right, the situational ones.

One extremely important situational factor that often gets overlooked is the observer himself or herself. When you are observing someone else, you are often part of the other person's situation and can be a contributing factor in a behavior. For example, teachers who encounter their students out in the community can be surprised to find that the students' behavior is very different from the classroom (of course, we could say the same thing reversing the role of teacher and student, by the way). When they are surprised, it is because they have not realized the powerful situation that they, as teacher, impose on the behavior of their students. We are not necessarily observing our students' dispositions, simply how they act in our classes.

This tendency to attribute behavior to enduring dispositions was originally noticed by Gustav Ichheiser (1943), and elaborated by Fritz Heider (1958). Early researchers called it the fundamental attribution error; more recently, it has been renamed the correspondence bias (although you will still hear many psychologists using the old name). The name change came about because the tendency is not fundamental, and it is not always an error. First, it is a bit presumptuous to automatically judge that a dispositional attribution is incorrect. After all, the whole subfield of personality psychology
is predicated on the observation that many behaviors do, in fact, result from dispositions. Sometimes, then, the tendency to draw dispositional attributions is correct, so it is fairer to call it a bias than an error.

Second, “fundamental” means “essential,” or “serving as a foundation.” At the very least, a fundamental bias should be one that everyone uses and that would be very difficult to counteract. Consider a famous demonstration of the correspondence bias (Jones & Harris, 1967). Participants are asked to judge the personal views of an essay writer whom they know was assigned to the topic; for example, the writer had been told to write an essay in support of the death penalty. Most American and Asian college students who have participated in experiments like this have fallen for the correspondence bias. In other words, even though the participants knew that the writer had been assigned the topic, they assumed that the essay reflected the writer’s actual opinion. What if, prior to participating in this demonstration, however, you were placed in the position of the essay writer and asked to write a persuasive essay on an assigned topic (which should alert you to the situational factors involved)? How would that change your dispositional judgment of another essay writer? Well, if you are like the typical American participants, the answer is that your dispositional judgment would not change at all. But when Korean participants took part in the same experiment, the correspondence bias disappeared (Choi & Nisbett, 1998). The correspondence bias, then, although common, can be eliminated in some people. Thus, it is not what you would expect from a fundamental bias.

Extraordinary, or in many cases even ordinary, situations can move people to engage in a wide variety of behaviors, as you will see throughout this unit. You are likely to be very surprised by many of these demonstrations. Why? Because of the way the correspondence bias affects our thinking. Daniel Gilbert (1998) has pointed out that the subfield of social psychology, and its scientific approach to investigating human social behavior, exists precisely to counteract the strong tendency to attribute behaviors to dispositions rather than situations.

One extremely useful point about the correspondence bias that you should keep in mind throughout school and your
career is that other people often fall for it when making judgments about you. Always remember that teachers and employers are likely to make dispositional attributions about you from the behaviors that they see. Many times we have heard our colleagues complain about “lazy, disrespectful” students who fall asleep in class, “unmotivated” students who do not turn in assignments, and “none-too-bright” students who do poorly on “easy” exams. Remember, even if the instructors were aware of the midnight to 8:00 am shift you just worked, the sick child that you have at home, or the four additional classes you are currently taking, the situational corrections they might make would likely be insufficient. And, as have been saying, the situational factors are often invisible to the instructors, so in many cases, they are unlikely to be taken into account at all.

A few moments of reflection will likely lead you to an important observation about the correspondence bias—namely, that you are less likely to mistakenly attribute your own behavior to dispositional causes. If you act rudely toward someone at the end of a bad day, you will probably realize that the misfortune that you have suffered throughout the day is more of the cause of the behavior than your personality. This interesting phenomenon is known as the **actor-observer bias**; we are prone to the correspondence bias when making judgments about other people (when we are the observer) but not about ourselves (when we are the actor). Clearly, we judge ourselves differently from how we judge other people. Much to our chagrin, we have sometimes noticed the actor-observer bias in ourselves. For example, while driving, we might notice and complain about the carelessness of pedestrians who cross in the middle of a block or against the traffic light (a dispositional attribution). Then when we are pedestrians ourselves, we sometimes engage in the same behaviors, but only when I am in a hurry (a situational attribution). Again, when we are observers, we have limited information; all we see is the behavior and we are quick to make a dispositional attribution. Then, when we are the actors, we know about the situations, the reasons, for our specific behaviors and take those reasons into account. Think about it; we, as psychology professors and textbook authors, are keenly aware of the actor-observer bias, and we still fall for it. Imagine how common it must be among people who never even heard of it.

---

**correspondence bias/fundamental attribution error:** our tendency to attribute people’s behavior to dispositional causes

**actor-observer bias:** our tendency to attribute others’ behavior to dispositional causes, and our own behavior to situational causes

---

**Debrief**

- Can you think of any times that you may have judged someone in error because of the correspondence bias?
- Has anyone ever judged you unfairly because of the correspondence bias?
Attitude is one of those pesky terms that have a different meaning in scientific psychology than in everyday conversation (other examples include experiment, nerve, and depressed). In casual conversation we might use the word attitude to mean something like a person's overall mental approach to life, as in “She has a great attitude, always positive, never in a bad mood.” Or, sometimes we reserve the word to denote a negative outlook only, like when parents complain that their teenager “has an attitude.” These senses of the word are both too broad and too narrow for the psychologist. When psychologists talk about attitudes, we are referring, not to a general state of mind, but to an attitude toward a specific target, for example, your attitude toward school, which may be very different from your attitude toward amusement parks. So in that way, the everyday definition is too broad. It is also too narrow, though, because the positive-negative dimension that seems to capture the whole everyday meaning is only a fraction of the psychologists' multidimensional concept.

There are, in fact, three elements—belief, feeling, and behavior—together that compose what psychologists refer to as an attitude, a psychological tendency that people express by evaluating some entity with favor or disfavor (Eagly & Chaiken, 1993). You can certainly hold attitudes about other people, a primary concern of social psychology, but you can also have an attitude about virtually anything, including a concrete object (e.g., a soft drink brand), an abstract concept (e.g., democracy), or an activity (e.g., quilting).

We feel confident that we do not need to define beliefs and behavior for you. Let us be a little more careful about what we mean by feelings, however. This is the evaluative part of the attitude, the part that corresponds to the favor or disfavor part of the definition. In short, it is the part of the attitude that makes you say, “I like the show Tiger King” or “I dislike politics.”

Consider, for example, your attitude toward psychology. It might consist of the following elements:

- **Belief:** You believe that psychology is the most important discipline in the history of the world.
- **Feeling:** You love psychology.
- **Behavior:** You have filled your entire course schedule with psychology classes.

Why do we care about attitudes? Well, the fact that advertisers pay attention to them is a very important clue. Attitudes have that all-important behavior component. One can use people's attitudes to predict their behavior and can change
their attitude to influence their behavior. Marketers, of course, are interested in purchasing behavior, and in section 21.5, you will learn about some of the techniques that they use to change your attitudes in order to persuade you to purchase their products.

### Do Attitudes Cause Behavior?

Many years ago, a researcher made an important observation about attitudes and behavior: people’s stated attitudes in some cases did not coincide with their behavior at all. Specifically, the researcher traveled around the US with a Chinese couple during a period of quite serious prejudice against Asians. They stayed at 66 different hotels and ate at 184 restaurants throughout the country and were refused service only once. Yet, when he returned home and wrote to the very same hotels, 90% of the owners who responded reported that they would not serve Asian people (LaPiere, 1934).

This striking example of attitude-behavior discrepancy set off a kind of crisis among those who believed that attitudes can predict what people will do. A 1969 review of research found that attitudes did a very poor job of predicting behavior (Wicker, 1969). Still today, some observers are critical of researchers’ attempts to predict behavior from attitudes. Many researchers, however, realized that the relationship between attitude and behavior is complex, and they set out to discover the conditions under which the two do coincide. Three of their findings stand out.

First, you have to look at the right kind of attitude. Specifically, if you want to predict the likelihood that someone will engage in a behavior, you have to know their attitude toward the behavior, not toward an associated object. You might express a positive attitude about a political candidate, but a negative attitude about contributing to their presidential campaign. In this case, you would be extremely unlikely to donate when you get a telemarketing call from the campaign headquarters. Another way to think about this idea is that there are many potential behaviors that might be consistent with a positive attitude toward political candidates. If looking for consistency, you can broaden your search to include these different possible behaviors. On average, individuals will act in ways that are consistent. So, although you might not contribute to the political campaigns of your favored politicians, you might tell your friends about them, subscribe to their email newsletters, attend their rallies, and vote for them (Fishbein & Azjen, 1974).

A second important consideration when trying to predict behavior is the influence of other people. We often act in ways that are inconsistent with our attitudes under the influence of people who are important to us (Azjen & Fishbein, 1980). If you do not believe us, we invite you to ask the parent of a young child who plays the game Candyland with their child every day how much they like the game.

A third factor is a bit obvious, but it is an important one. An attitude is not likely to be a good predictor of behavior if it is a weak attitude. An intense attitude about something important to the individual, one that can be easily called to mind and about which the individual has a great deal of knowledge—in other words, a strong attitude—is a very good predictor of behavior (Kraus, 1995; Krosnick et al., 1993). Attitudes that are formed through direct, personal experience are especially strong and likely to lead to consistent behavior (Fazio & Zanna, 1981; Millar & Millar, 1996). For example, an individual whose life was saved because she was wearing a seatbelt during an automobile accident is likely to have an extremely strong attitude about seatbelts.

### Does Behavior Cause Attitudes?

Another group of researchers took a very different approach. They discovered that sometimes, it goes in the opposite direction; engaging in a particular behavior changes your attitude. The process through which this can happen is called cognitive dissonance (Festinger, 1957). According to cognitive dissonance theory, when we have two contradictory cognitions, we experience an aroused mental state called dissonance. We are then motivated to reduce the dissonance. The only way to do that is to change one (or both) of the cognitions so that they no longer contradict each other. Suppose
one cognition is the realization that you just did some behavior, and the other is that you have a negative attitude toward
the behavior. For example, you volunteer at the humane society, and one day you suddenly decide to adopt a kitten,
even though you have never liked cats. You cannot change the fact that you adopted the kitten, so in order to reduce
the dissonance, you are forced to change the other cognition (maybe cats are not so bad after all).

The effects of cognitive dissonance can be difficult to accept, so perhaps another example is in order. You are in the
market for a car and are trying to decide between a fuel-efficient compact car and a pickup truck. Because both cars
have features that you judge extremely important, it is a toss-up; the two alternatives are equally desirable. You realize
that you need to make a decision, so you buy the pickup. At first, you will probably experience dissonance (“maybe
I should have bought the compact; fuel is over $4.00 per gallon.”), specifically, postdecisional dissonance, commonly
known as buyer's remorse. You are motivated to reduce the dissonance and you cannot change the cognition that you
did, in fact, buy the pickup truck. Therefore, you change your inconsistent cognitions and begin to think of the truck as
the far better alternative (Brehm, 1956).

Cognitive dissonance theory has led to some very surprising discoveries. Suppose we offer to pay you to give a speech
about a stance with which you disagree, and we are secretly motivated to get you to change your opinion. Should we
pay you $100 or $5? Most people's first inclination is to predict that the large payment would lead to a larger actual
opinion change. Cognitive dissonance theory, however, makes the opposite prediction. In the $100 dollar case, there is
no dissonance because all of your cognitions are consistent (I gave the speech, I don't really agree with the content of
the speech, but I was paid a lot of money for it and so I had a good excuse for making it). On the other hand, if you are
paid only $5, your cognitions are inconsistent (I was paid next to nothing for giving a speech I don't really agree with,
so why did I do it?). In order to reduce the dissonance, you try to persuade yourself that perhaps you actually did agree
with the content of the speech somewhat. Of course, you are unlikely to change your opinion completely, but research
on cognitive dissonance over the years has shown a consistent shift in opinion in the predicted direction (Festinger &
Carlsmith, 1959; Riess & Schlenker, 1977).

---

cognitive dissonance: an aroused feeling that results from holding two contradictory cognitions at the
same time. An individual is motivated to reduce the dissonance

postdecisional dissonance: the feeling of regret or unhappiness that may occur after we make an
important decision

---

Debrief

• Try to identify some examples of when your behavior was not consistent with your attitude. Do you
recognize any of the principles from this section in the example? Were there any additional reasons for
the inconsistency?
• Can you recall a time when you may have changed your attitude to be more consistent with a behavior
that you had already completed?
21.3. Stereotypes, Prejudice, and Discrimination

Why do you think people engage in stereotyping, prejudice, and discrimination? List as many reasons as you can.

How we think about and interact with other people is determined to a great extent by stereotypes, prejudices, and discrimination. People often use these terms as if they are interchangeable, but they are not. A **stereotype** is a set of beliefs about an individual person derived from their membership in a category, such as an ethnic group, age group, gender, or sexual orientation. **Prejudice** is a feeling, an evaluation of the person who has been stereotyped. Although a prejudice can be positive or negative, the negative ones, because they are so damaging, have much more frequently been the focus of psychologists’ attention. **Discrimination** is a set of behaviors, treating a person differently because of stereotypes and prejudice.

You probably noticed this already, but in case you didn’t, these definitions parallel what we just told you about attitudes very closely. So, one way you can think about stereotypes, prejudice, and discrimination, is that they compose a person’s attitude toward some targeted group of people (and individual members of that group).

Anyone can be harmed by stereotypes, prejudices, and discrimination. When they are applied by a member of a more powerful group to a member of a less powerful group—such as when a white male uses a stereotype to judge a black male—the damage is greater. In particular, the discriminatory behaviors stemming from stereotypes and prejudices lead to tangible (for example, economic or, in some cases, life-or-death) consequences.

Sadly, bias and discrimination are not things of the past. For example, according to the US Census Bureau, for every dollar a white man earns, a woman earns $0.82. The New York Times (Leonhardt, 2020) reported that the wage gap between white and black men is as large today as it was in 1950 (when accounting for everyone, not just those employed or officially looking for work).

Some of the differences can be explained by different career choices and opportunities, education level, and geographic distributions (which is bad enough). Some differences even persist for the same work and same experience. There is little doubt that a great deal of these wage gaps is a consequence of discrimination. To give you an idea of just how pervasive discrimination is, researchers have even discovered that the fresh fruit purchased in stores of the same supermarket chain in the same city was lower in quality in neighborhoods with lower socioeconomic status (Topolski et al., 2003).

**stereotype**: a set of beliefs about an individual person derived from their membership in a category

**prejudice**: a feeling or evaluation of a person who has been stereotyped

**discrimination**: treating people differently because of stereotyping and prejudice
Stereotypes and Social Categorization

One of the most important discoveries of the past 40 years about stereotypes is that they resemble other types of concepts in many important ways (Taylor, 1981). You may recall from Module 7 that mental concepts affect our thinking about everything we encounter, so it should not surprise you that they have been used to help people understand complex social categories as well. Social categorization serves many of the same functions that categorization of the non-social realm does. The main benefits are simplicity and efficiency; we need not go to the trouble of collecting detailed information about all the people we meet. All we have to do is figure out what category they belong to, and then make inferences based on category membership. “Oh, they are a psychology professor. They must be odd, absent-minded, and geeky.”

It turns out that our social identity, the part that is based on our group memberships, is a key part of our identity (Tajfel & Turner, 1986). Our social identity leads us to make a basic social categorization of “people like me” and “people not like me,” or in other words, ingroups and outgroups. People have a tendency to see members of an outgroup as more similar to each other and less like the in-group members (Fiske, 1998; Linville, Fischer, & Yoon, 1996). Individuals are also likely to think favorably about their ingroup and unfavorably about their outgroup, as a way to enhance their individual self-esteem through their group memberships (Lindeman, 1997; Tajfel et al., 1971; Wilder, 1981; 1984). As a result, you can already see prejudice beginning to flourish from these basic social categorizations.

Beyond the basic ingroup-outgroup distinction, our ability to create new social categories is unlimited. In other words, we can easily create infinitely many different ingroups (e.g., black, female, psychology major, runner) and just as many outgroups (e.g., white, male, history major, non-exerciser).

| **ingroup** | social group to which a person psychologically identifies as being a member |
| **outgroup** | social group to which a person does not identify as a member |
| **social identity** | the part of our personal identity that is based on our group memberships |

The most important problem with a stereotype is that it typically gets applied to all members of the target category equally. It is, in a way, irrelevant whether a stereotype is based on truth. The error lies not so much in stereotyping but in applying the stereotype equally to all members of the target group without regard to any individual information.

In addition, many stereotypes are exaggerated at best and flat-out wrong at worst (Fiske, 1998). The problem is that many people form their stereotypes on the basis of unrepresentative cases (for example, vivid cases in the media). The availability heuristic leads them to overestimate the frequency of stereotypical behavior; once the stereotype is formed, the confirmation bias leads to its maintenance and exaggeration. For example, a person who has formed a negative stereotype about the criminal behavior of African Americans would be very likely to notice the news reports of criminal activity and fail to notice his law-abiding African American classmates.

Prejudice and Perceived Threat

Once an individual has categorized people into ingroup and outgroup, prejudice can easily increase. The emotional response of prejudice often comes with the perception of the outgroup as a threat. For example, realistic group conflict
**realistic group conflict**: a theory that explains how groups who compete for the same resources will feel prejudice toward each other

---

**Did the 2020 Racial Justice Protests Surprise You?**

If so, you are probably white. On May 25, 2020, 46-year old George Floyd, a black man who was suspected of passing a counterfeit $20 bill in a store, was killed when a Minneapolis police officer (who has since been charged with murder in the case) kneeled on his neck for 8 minutes and 46 seconds. The ensuing worldwide protests against police mistreatment of people of color and against systemic racism (which included protests in all 50 US states) began a period of activism among the general population not seen since the civil rights era in the 1960s. Although a great many white Americans took part in the protests and demonstrations, some had been surprised by the depth of black Americans feelings about their mistreatment at the hands of the police and other parts, systems, organizations, and people in our society. A full discussion of the concept of systemic racism, as it is known, is beyond the scope of an Introduction to Psychology textbook. One thing we can do is explain some of the psychological roots of the ongoing problem (which we have already begun through the explanation of stereotyping, prejudice, and discrimination), and perhaps explain the surprise experienced by some white Americans. By the way, this is probably as good a time as any to point out that we are using the problems faced by black Americans to illustrate the concepts. You can choose any other minority group that is a target of bias (e.g., members of the Latinx community, Muslim Americans, LGBTQ+ Americans) and make many of the same points.

For years, perceptions of Blacks and Whites about their beliefs about race relations in the US have been markedly different. In 2016, the Pew Research Center found that 46% of white Americans and 61% of black Americans said that race relations were bad. By 2019, a clear majority of the population had begun to realize that race relations were poor (and getting worse). Still, the different perceptions between Blacks and Whites persisted (56% of whites and 71% of Blacks said race relations in the US are generally bad).

Of particular importance has been the differences between Blacks’ and Whites’ perception of discrimination. Again, in 2016, Pew found gigantic gaps in perceptions of how Blacks are treated by police, banks, employers, in stores and restaurants, and in voting (gaps ranged from a low of 23%, for voting, to 42%, in the workplace). Indeed, one month before the George Floyd killing, the Pew Research Center conducted a new poll in which they found glaring differences between Blacks and Whites. For example, 84% of white respondents, but only 56% of black respondents had a fair amount or a great deal of confidence in the police to act in the best interest of the public. 78% of white Americans, but only 52% of black Americans rated police officers’ ethics high or very high (Pew Center, 2020).

How could white Americans not see what has seemed obvious to black Americans for decades (centuries, really)? Well, laws barring discrimination had reduced cases of overt discrimination. Further, many of the open biases that people held, seemed to be a thing of the past. People who used to openly tell racist jokes at work and freely shared their opinions about “lazy [insert racial epithet here]” found their audiences less receptive. Psychologists cautioned that some of the overt ethnic and racial discrimination of the past had been transformed into what they call modern racism, subtle discriminatory behavior (and stereotypes and prejudice) that can be hidden behind some other motive or belief.
For example, the opinion that racial discrimination was no longer a problem in the US was generally considered a reflection of modern racism (Swim et al., 1995).

At the same time, some of the discriminatory actions were not at all subtle to the targets of those acts. For example, compared to white Americans, black Americans are stopped more often by police, more likely to be arrested, more likely to have force used against them, more likely to be shot and killed. Making these biases worse is the fact that Blacks who are stopped by police are more likely to be innocent than Whites who are stopped (Bronner, 2020). (Note, we are venturing into the systemic racism part of the conversation. We have to touch on it to illustrate the scope of the problem).

Importantly, researchers began to discover and develop ideas related to implicit attitudes and implicit bias. These are attitudes or biases that people are unable or unwilling to express overtly. These implicit biases can influence our behavior in sometimes subtle ways, so they can be unnoticed by some. But think about how this might work. An individual white person might have an implicit bias that they are at best vaguely aware of. Perhaps they encounter a black person two or three times per week, so most of the time that implicit bias is completely buried. A black individual, however, may be the target of dozens if not hundreds of other people’s implicit biases every single day. It becomes easy to see how Whites might have been surprised to discover that Blacks did not experience the same America. Then, combine that with the systemic racism part of the equation. It is a lot easier to notice when something is happening than when it is not. For example, if you are white, it is hard to notice that you are NOT getting pulled over by police with regularity for no reason. The result was that many white Americans did not realize how serious and common the problems faced by black Americans still are.

Can We End Stereotypes, Prejudice, and Discrimination?

Some observers complain that we cannot legislate our way out of this mess. Although that is true, it is part of the solution. We can absolutely ensure that serious forms of discrimination are criminal acts, and we can enforce those laws. But the observers are right, legislation alone is very unlikely to be sufficient to cure society of discrimination as long as there are new ways for it to manifest itself. Ultimately it will be more effective to address the stereotyping and prejudice that drive discrimination, essentially killing discrimination at its roots.

An understanding of how stereotyping and prejudice develop is an important first step in reducing it, both for psychologists and individuals. We are certainly not going to put a stop to the process of social categorization, but we can make people aware of the need to get information about people that highlights their individuality. Research has shown that simply giving people different goals, such as to be accurate when judging someone or to learn about a stereotyped person as an individual, can encourage them to devote the extra effort to go beyond a simple social categorization (Brewer, 1988; Fiske & Neuberg, 1990; Stangor & Ford, 1992).

A second key to reducing prejudice and discrimination is to encourage contact between groups. Not just any contact will do, though; recall that prejudice itself sometimes emerges from contact. In order for contact to work, it should be between people who are of equal status, and it should allow members of different groups to discover their similarities and to learn about each other as individuals. Finally, the contact should take place in a context in which cooperation is expected and encouraged and the members of different groups depend on each other (Pettigrew, 1997; Schwarzwald et al., 1992; Wright et al., 1997).

A third key is to acknowledge and learn how to compensate for implicit bias, and control for the substitution of a new discriminatory behavior when an old behavior becomes unacceptable. For example, some research has shown that police officers who undergo some types of implicit bias training are better able to distinguish between images of black people with and without weapons in shooting training exercises. Although the effects do not last, this is a promising avenue to develop.
**implicit attitudes**: attitudes that people are unable or unwilling to express openly but nevertheless affect their behavior

**implicit biases**: biases that people are unable or unwilling to express openly but nevertheless affect their behavior

**modern racism**: racial stereotypes, prejudice, and discrimination that can be hidden behind some other motive or belief

---

**Debrief**

- Think about a time that you have been the target of stereotyping, prejudice, or discrimination. Which one did you experience? How did it make you feel? If you have never been the target of stereotyping, prejudice, or discrimination, imagine how you would feel.
- Would you feel differently about being the target of stereotyping versus prejudice versus discrimination? Which one do you find more troubling?

---

### 21.4. Group Effects on Individuals

**Activate**

- What are some important groups that you belong to?
- Have you ever “gone along with the crowd” against your own personal views or better judgment?

In Section 21.3, you saw that stereotypes and prejudice essentially emerge from a categorization of others into “people like me” and “people not like me.” In other words, we tend to categorize people in terms of whether or not they are in the same important groups as we are. It is easy to see that certain social categories, such as ethnicity and religion, are extremely influential aspects of people’s lives. What you may not realize is that belonging to a group is very important to human beings in general. One way you can see this is to note how easy it can be to get people to feel as if they are part of a group. In many cases, researchers have been able to create ingroup and outgroup categorizations by randomly assigning people to groups or basing group membership on some trivial difference such as the type of shoes that people were wearing (Billig & Tajfel, 1973; Locksley et al., 1980; Tajfel et al., 1971).

Many cultures across the world differ on what we call collectivism and individualism. Obviously, in collectivistic cultures, in which membership in groups is emphasized, groups have a profound influence on people. Even in the US, however, a culture that is staunchly proud of its individualistic values, groups play essential roles in people’s lives.
Groups in general have powerful influences on individuals. This section talks about five aspects of that influence—in the language of social psychology, they are social norms, conformity, groupthink, social facilitation, and bystander effects.

**Social Norms**

Groups have rules; they are called social norms. The strength of the rules and penalties for violating them are a large part of the power of a particular group. The rules are very often unstated, so they become obvious only when they are violated.

Even unofficially, weak groups have a set of norms. If you do not believe us, stand up in the middle of class during your next exam and entertain your classmates by singing a Broadway show tune (just make sure you do not do it in your psychology class). You might just discover that the penalty for violating some social norms is to be kicked out of the group, by the way, so you probably should not accept our challenge. Frequently, the penalty for violating norms is more subtle, however, something like embarrassment or anxiety.

Try this yourself someday. Go out onto a crowded street corner and stare up at the sky for as long as your neck will allow. Depending on where you do this, people may question you, ignore you, or push you out of the way, but a few will join you. On another occasion, do the same thing but with one small change: bring four friends to stare at the sky along with you. Within a few minutes, you are likely to attract quite a large group of passersby perfectly willing to cramp their necks to gaze at nothing. In one famous study, 84% of people passing through a street corner fell for this very trick, a striking example of the power of descriptive norms, one of the key types of norms we observe in social environments (Cialdini et al., 1991; Milgram et al., 1969). A descriptive norm is a group rule based on the actual behavior that group members exhibit. In other words, descriptive norms simply describe the group members’ behavior.

Robert Cialdini and his colleagues have noted that, in addition to descriptive norms, we can also be influenced by injunctive norms, norms based on other members’ expressions of approval or disapproval. Basically, descriptive norms are what the group does, while injunctive norms are what the group says we are supposed to do. Both descriptive and injunctive norms can influence us, and they usually agree with each other. In other words, the behaviors that a group expresses approval about are often the ones they engage in. On the other hand, the two can contradict each other sometimes. When that happens, whichever norm seems most prominent in the situation will be the more powerful influencer (Cialdini et al., 1991). For example, consider cheating. Without a doubt, colleges in general have a strong injunctive norm against cheating. In essence, no one condones cheating. On some campuses, however, cheating may be common, indicating that the descriptive norm is the opposite of the injunctive norm. The college might try to shame students into having more integrity by drawing attention to the rampant cheating, but that tactic is likely to backfire. In essence, highlighting the descriptive norm makes it seem as if, despite the disapproval, “everyone is doing it.” Many potential cheaters would probably be encouraged to see if they could do it too.

**social norms**: rules for the behavior in a particular group

**descriptive norm**: a social norm that is based on the actual behavior that group members do

**injunctive norm**: a social norm that is based on the behaviors that are approved or disapproved by a group
Conformity

You are sitting around a table looking at a catalog with five other people. Each of them in turn marvels at the jacket on page 14. You noticed the jacket instantly because it is hideous; you cannot believe that anyone would buy it. Yet, inexplicably, your first companion loves the jacket. You look at it again, without saying anything, thinking perhaps that it might look better from another angle. Nope, still ugly. Then, the second person at the table chimes in: “it is beautiful,” she exclaims. You take off your glasses and wipe them on your shirt before looking again. Then, the third and fourth tablemates both agree that the jacket would be a bargain at twice the price. The fifth person picks up the phone to order it, and all eyes turn to you. Do you express your opinion that the jacket is the ugliest waste of cloth you have ever seen, or do you go along with the rest of the table and say that it is an attractive jacket?

The power of descriptive norms suggests that conformity would be surprisingly common. Solomon Asch (1951; 1955), in some of the most famous experiments of all time, demonstrated that many people would deny the evidence from their own senses and go along with what the rest of the crowd said. Asch used judgments of line lengths to test his hypothesis. Participants were shown a line and asked to judge which of three comparison lines was the same length. Although it was an easy judgment to get right when making judgments alone, over three-quarters of Asch’s participants conformed at least once, and over one-third of the total judgments were of the wrong line simply because other people had picked it first.

You can also access the video directly at: https://youtu.be/TYIh4MkcfJA

Asch and later researchers have found that not all situations lead to equal conformity. For instance, factors such as gender, culture, and minority influence can influence conformity (Bond & Smith, 1996; Griskevicius, et. al., 2006; Kim
Moreover, if the group opinion is not unanimous, many fewer participants make the wrong judgment. The size of the group also makes a difference: Once a group has three members, conformity begins in earnest, and conformity levels continue to increase up to at least eight members (Bond & Smith, 1996). Researchers have also discovered that high-status individuals are particularly effective at inducing compliance (Harriman & Costello, 1980; Mullen et al., 1990). Finally, if group members like and admire each other, conformity pressures will be very high (Crandall, 1988; Latane & L'Herrou, 1996).

**conformity:** engaging in a behavior because others around you have, “going along with the crowd”

---

**Groupthink**

Most of the research through the years examining the effectiveness of groups when they are trying to accomplish some task has found that groups tend to outperform individuals. In essence, two heads are indeed better than one. A key exception to the superiority of groups was discovered in the early 1970s by Irving Janis. He noted that in some situations, groups that are trying to make decisions do very poorly. He called the phenomenon *groupthink* and used it to explain some of the most famous disasters of the US government over the years. Janis (1982) proposed that highly cohesive groups that are headed by a directive leader who already has a preferred decision often try to stifle disagreements, leading to a poor evaluation of alternatives, bad decisions, and over-commitment to the bad decisions. The group comes to see itself as invulnerable and morally superior, and it becomes very difficult for individual members to speak out against the *apparent* unanimity of the rest of the group. (We say apparent because several individual members often harbor private reservations that they are afraid to bring into the open).

Groupthink is one of the most famous concepts in social psychology; it has broad appeal in the discipline, and in political science and business. It is presented as fact throughout the land (we will bet you can guess where we are going with this). In reality, however, it has received little research support. One problem is that it is extremely difficult to do research on groupthink. One version of the groupthink model (Janis, 1983) lists seven separate preconditions, seven separate symptoms of groupthink, and seven separate symptoms of defective decision-making. The options for doing research are overwhelming. If you want to choose which combination of the seven preconditions to vary in an experiment, for example, you have 127 different options. Then, you would need to operationally define your chosen variables, another difficult task. Rather than the huge number of options spurring researchers to try many tests of the concept, it seems to have stifled research. An article commemorating the first 25th anniversary of the groupthink concept found that an average of only one empirical study per year was published (Turner & Pratkanis, 1998). There have been several compelling case studies through the years describing disastrous decisions that have occurred when several groupthink preconditions and symptoms were present, but you have to remember that it is difficult to generalize from case studies. It is impossible to know whether the poor decisions resulted from groupthink or from some unknown and unnoticed factor. Still, however, the case studies are worth listing. For example:

- The Bay of Pigs invasion of Cuba by US-backed Cuban exiles in 1961
- Lyndon Johnson's decision to escalate the Vietnam War
- Richard Nixon's decision to break into Democratic party offices, setting off the Watergate scandal
- The Space Shuttle Challenger explosion
- The widespread misprediction by news organizations of Donald Trump's victory in the 2016 presidential election

Although the reasons for these decisions are complex, important elements of groupthink were present in all of them:
high levels of group cohesiveness among the decision-makers, strong leadership that had a preconceived idea about the “correct” decision, and threats from the outside. According to Janis, these key preconditions lead members of the decision-making group to have a strong desire for consensus, be closed-minded and believe strongly in their moral superiority. The consequences are poor decisions characterized by too little examination of options, failure to realize the risks of chosen action, and an over-commitment to the poor decision (Turner & Pratkanis, 1998).

Although Janis believed that cohesiveness of the group was a very important aspect of groupthink, most research has not verified that it is. Similarly, the presence of an outside threat may not be as important as Janis originally thought. The one groupthink precondition that has found the strongest support is the presence of a strong, biased leader, one who strongly favors a particular decision at the beginning of the process (Esser, 1998). Currently, many psychologists believe that groupthink is a useful concept to guide research but that it does not explain defective group decision-making nearly as well as its popularity would suggest (Kerr & Tindale, 2004; Turner & Pratkanis, 1998).

**groupthink:** a situation in which a cohesive group with a strong leader engages in poor decision-making

---

**Social Facilitation**

Sometimes, we are influenced by what the others are doing, as indicated by the concept of descriptive norms. Sometimes, we are influenced by our expectations of how others will act or what they expect of us. Sometimes, it is literally the fact that other people are there that influences us.

Many serious fitness enthusiasts across the US discovered an unpleasant truth during the spring 2020 COVID-19 shelter-in-place. As you may know, running races around the world were canceled, from the prestigious (and enormous) Boston Marathon, to countless local 5k and 10k races. Many race organizers replaced their events with virtual races: participants strapped on their GPS watches and raced the required distance alone in their own neighborhood. And many found that their times were quite a bit slower than expected. In short, it is very difficult to run fast when you are alone; it is much easier when you are surrounded by hundreds (or thousands) of other people.

This is **social facilitation**; it is the social psychologists’ explanation the common race-day excitement that leads to fast times. One of social psychology's first discoveries, social facilitation is the tendency for people’s performance to improve when other people are present. It has been demonstrated many times and in many situations, such as the rate at which children wind a fishing rod and the ability to produce word associations and solve arithmetic problems (Allport, 1920; Dashiell, 1930; Triplett, 1898).

But wait, you might think. What about that time I gave a speech and the audience got me so nervous, I could barely remember my name, let alone what I was supposed to say? That sure does not sound like social facilitation. Well, you may have a career ahead of you as a famous social psychologist. Robert Zajonc (1965) noticed the same discrepancy (which others had observed previously) and proposed that the presence of others does not necessarily produce facilitation. What it does is increase arousal, and arousal is likely to produce the response that is most dominant. If the dominant response is the activity you are doing, as would be the case if the activity is straightforward or one that you do well, then the result will be social facilitation. If some other response might be dominant, such as being nervous because the task is difficult or you are not very good at it, the result will be social hindrance. Perhaps you did not need us to say it, but you probably should have practiced your speech more.
Bystander Effect

In Module 2, we described a research study in which participants who were talking about college adjustment in a group over an intercom heard one of the group members suffer an epileptic seizure (Darley & Latane, 1968). The researchers discovered that the larger the size of the group, the less likely individuals were to try to help the student in trouble. This failure to help became known as the bystander effect. Darley and Latane began this line of research in response to a well-publicized gruesome murder that had been committed in 1964. In an interesting twist, the reports of this murder were wrong, but they still led to one of the most important findings in the history of social psychology. As the original story went, in the early morning of March 13, 1964, the manager of a bar, Kitty Genovese, was attacked and murdered on her way to her New York City apartment after work. Ms. Genovese began screaming when the attacker began stabbing her, but apparently no one came to help or called the police. The attacker was briefly frightened away and then returned to finish murdering her. The entire attack took between 30 and 45 minutes, and there were 38 witnesses watching from their windows. The original reports were that not one even called the police until Ms. Genovese was dead.

Observers were disturbed and judgmental. They said the witnesses were uncaring, callous, big-city dwellers. The country was doomed because people no longer felt enough empathy to help a stranger in need. First, let us set the record straight. Those original reports missed many crucial details. In reality, there is no evidence that there were 38 witnesses (the prosecutor in the trial only found 3 who could identify the killer), a number of neighbors did try to help immediately by calling the police and yelling to frighten the murderer away, one witness, in particular, rushed to Ms. Genovese's aid and comforted her until the police arrived, and Ms. Genovese died in an ambulance, well after police had been called (Kassin 2017; Manning, Levine, & Collins 2007; Takooshian et al. 2004).

Still, at least some people who witnessed part of the attack did do nothing. Darley and Latane's line of research, discovered that key factors in the situation play a major role in people's failure to help in times of emergency. Reverse those situational factors, and helping behavior increases dramatically.

One key situational factor that explains the Kitty Genovese case and many other failures to help is the number of bystanders. The more people there are, the less responsibility each one feels individually to act; this effect is called diffusion of responsibility. People essentially say to themselves, "someone else will call the police." The problem is, they are all saying that. Remember the bystander effect the next time an emergency situation arises. You may be the only bystander who realizes that everyone else is assuming that another person will take responsibility to act.
You can also access the video directly at: https://youtu.be/BdpdUbW8vbw

Darley and Latane (1970) also discovered several additional factors that help determine whether or not an individual will help in an emergency. First, you have to notice the event and judge it to be an emergency (several witnesses in the Genovese murder reported that they did not realize it was an attack). Although this may seem simple, real emergencies can often be ambiguous. Have you ever seen someone lying on a sidewalk in a large city? Was it a homeless person sleeping, or was the person injured and unconscious? Then, you have to know what to do. If the person is unconscious, do they need CPR? Do you know how to administer CPR? Again, these can be very difficult to know. Finally, after all of that, you have to decide to take action. Only then, you would be able to start to help in the emergency.

**bystander effect:** the common finding that individuals will fail to help others during an emergency

**diffusion of responsibility:** one of the reasons for the bystander effect; individuals fail to take responsibility to help in an emergency when other people are present
Debrief

• Try to recall an example of conformity in yourself or a friend (perhaps the episode you came up with in the Activate exercise). Which of the principles that encourage conformity can you recognize?
• Have you ever been influenced by injunctive or descriptive norms? Which type do you think is more effective on you? Have you ever tried to use them to influence other people?

21.5. Attempts to Influence Others

Activate

Imagine that you are married or living with a life partner (easy to do if you are married or living with someone). How would you try to persuade your spouse or partner:

• that you should go out to dinner tonight
• that you should buy a new car
• that you should go camping on your next vacation

Are there any important differences in your strategies for the three situations?

• What would it take for you to administer painful electric shocks to a complete stranger?

One key source of influence, as you have just seen, is a group. The group effects discussed in section 21.4 are powerful and can be manipulated, but they take place even though no one is trying to influence us. As I am sure you realize, we are certainly prone to influence when that is someone’s goal.

The two primary kinds of “on purpose” influence are persuasion and obedience. The key distinguishing element between the two concepts is authority. If you do not have any authority over another person—for example, the two of you are peers or the other person has authority over your—you attempts to influence would be called persuasion. If you do have authority over the other person—for example, you are a parent—the influence is called obedience. A child's attempts to get her parents to let her stay up late to watch 1959 Sci-Fi classic The Brain That Wouldn't Die would be persuasion. The parent's insistence that the child goes to bed at 8:30 is an attempt to elicit obedience.

persuasion: an attempt to influence people when you have no authority over them
obedience: influence of an authority figure over another person
Persuasion: Influence Without Authority

Suppose a sales associate is trying to persuade a customer to purchase a new $130 pair of running shoes. She begins by describing the innovative pronation control features, the extra cushioning provided by the brand-new (patented, of course) gel composite in the forefoot, and the carbon rubber outer sole that is both durable and lightweight. By the time she gets to the mesh upper material that allows a runner’s feet to breathe, some customers are already taking off their shoes to give the new ones a “test drive,” while others are dumbfounded as they begin eyeing the $65 dollar pair on the shelf. Why does the same persuasion effort work so well for some people and fall so flat for others? You will be able to select the types of persuasion strategies that are most likely to be effective if you know the answer to one question: how likely is it that the person you are trying to persuade will be devoting a lot of effort to making the decision?

In the running shoe example, what if the customer is an often-injured, self-described serious runner who has just recovered from an Achilles tendon injury brought on by the wrong pair of shoes? He subscribes to several running magazines and is knowledgeable about most of the major technologies that running shoe companies have developed. He paid $170 for his last pair of running shoes, which he knows have 350 miles on them. This customer’s background and current situation are likely to make the choice of a new pair of running shoes a fairly important one, and he will probably be devoting a great deal of effort to the decision.

On the other hand, what if the customer was attracted to the store by the flashy window display. He is not a runner but has been thinking about starting so he can get in shape for his 20-year high school reunion. He has never spent more than $60 for a pair of athletic shoes before and has never really thought about the differences between running shoe models. He essentially thinks of all athletic shoes as “sneakers.” This customer is not likely to be devoting a great deal of effort to choosing among the different kinds of shoes. He is very unlikely to be persuaded by the technical details about the features of the shoes. On the other hand, he may very well be persuaded if he learns that Eliud Kipchoge, the current world record holder in the marathon, runs in these shoes.

These relationships between the likelihood that an individual will be devoting effort to a decision and the appropriate persuasion strategy have been summarized by the elaboration likelihood model (ELM) of persuasion (Petty & Cacioppo, 1981; 1986). According to the ELM, there are two basic methods of persuasion, the central route and the peripheral route. The central route to persuasion (sometimes referred to as central route processing) is appropriate when the person to be persuaded is motivated to devote effort to the decision. Because the person will be scrutinizing the persuasion attempt, the central route strategy involves making solid, strong arguments that convey the important (i.e., central) features about the persuasion topic. For example, the technical features of the running shoes. The peripheral route to persuasion (sometimes referred to as peripheral route processing) is appropriate when the person to be persuaded will not be devoting effort to the decision. This strategy, actually a number of strategies, involves associating the persuasion topic with peripheral (i.e., unimportant or irrelevant) cues that nevertheless may influence the person to like it. For example, the fact that a man who can run 26 miles at a 4 minute-38 seconds per mile pace runs in a particular pair of shoes says nothing about whether you should be running in those shoes (unless you can run that fast, in which case, we apologize for underestimating your running ability). There are many different kinds of peripheral cues, such as famous endorsers, association with attractive models or catchy music, or other classical conditioning effects. Just remember, any time the persuasive attempt does not really contain solid information that will stand up under scrutiny, it is taking the peripheral route.

Of course, persuasion is not just the goal of people who are trying to sell you something, although you will certainly be able to recognize these principles in marketing efforts. You can also see (and use) them in many other everyday persuasion situations. For example, a political candidate who runs an ad in which they are surrounded by American flags without actually saying anything substantive is using the peripheral route. A friend who flatters you before asking you if they can borrow your car is using the peripheral route. A child who draws you a picture so you will forgive him for squirting yogurt on the stereo is using the peripheral route. Remember that the success of these persuasion attempts depends on the likelihood that you will be motivated to devote effort to processing the information. If you are prepared to scrutinize the merits of a political candidate’s position, and all they come up with is “I love the flag,” you are likely to
elaboration likelihood model: a theory that explains how different attempts to persuade others will be successful based on the targets' likelihood that they will scrutinize the attempt

central route to persuasion: a persuasion strategy that employs solid reasoning and strong arguments

peripheral route to persuasion: a persuasion strategy that relies on irrelevant cues to persuade

Some Specific Persuasion Techniques and Tricks

Individuals who are skilled at persuasion often use principles that have been discovered and developed through psychological research. Sometimes, they figure out these techniques on their own. Often, however, when persuasion is part of someone's job (for example a salesperson), these techniques are specifically taught. You will probably realize it without us saying this, but these can all be seen as specific kinds of peripheral cues.

Triad of Trustworthiness

We are sure it comes as no surprise to you to learn that persuaders who are seen as trustworthy are more effective. Psychologists have identified 3 key concepts that can make someone appear more trustworthy:

- Authority (having an official position of authority, being well-credentialed, and appearing knowledgeable and competent)
- Honesty
- Likability

Note that for the triad to work, the persuader only needs to appear trustworthy. Thus, these principles can be manipulated by an untrustworthy individual to fool us into trusting them.

The remainder of the strategies have been adapted from Robert Cialdini's excellent book, Influence: Science and Practice (2008).

Reciprocation

“There is no duty more indispensable than that of returning a kindness.” (Cicero, quoted in Goulding, 1960).

Reciprocation might be a universal human norm. In other words in every (or nearly every) culture in the world people are expected to return kindness with kindness. If someone does a favor for you, you are expected to return the favor. And people can use this principle to persuade. For example, a successful door-to-door vacuum cleaner salesperson carried rolls of paper towels to give to prospective customers as soon as they opened the door. That little impulse to repay the kindness, even a small one, was often enough to get the customer to listen to the salesperson's pitch.

And this kindness to be reciprocated can take many forms. Think about the free samples that grocery stores used to
hand out in the days before COVID-19. They were not only there to allow you to discover what the food tasted like. They were a small gift given to you by a pleasant person. The expectation is that you will repay this kindness with a purchase. When a website offers you valuable free information (for example, a “white paper” about investment strategies), they intend for this kindness to be repaid by becoming a client. Keep in mind, for such a large commitment, the reciprocation alone is often not enough. That is why they will often use some of these additional strategies.

**Commitment and Consistency (Foot-in-the-Door)**

People like to appear consistent. So if you get someone to make a commitment, you can use this consistency desire to gradually get them to commit more and more. This technique, commitment and consistency, is also known as the foot-in-the-door technique, as the initial goal is to get a very small commitment (that is the foot-in-the-door part). Once that is achieved, the persuader will gradually escalate the commitments asked for. For example, a canvasser knocks on the door and asks the resident to sign a petition in favor of some social cause. After a couple more commitments (for example, asking which neighbors are also likely to sign the petition), the canvasser springs the real ask: a donation to support the organization spearheading the effort.

Or here, magician Derren Brown uses commitment and consistency to persuade strangers to hand over their wallets:

A YouTube element has been excluded from this version of the text. You can view it online here: https://cod.pressbooks.pub/introductiontopsychologywinter21/?p=112

You can also access the video directly at: https://youtu.be/DR4y5iX4uRY
Reject Then Retreat (Door-in-the-Face)

Let us return to our paper towel gifting vacuum cleaner salesperson from above. After a 45-minute demonstration with the potential customer (making great use of commitment and consistency, no doubt), it is time to make the sale. The salesperson announces that the price of the vacuum cleaner is $2000. The customer is aghast! That is way too much money! “Well, let me call my manager, and see what I can do,” is the reply. Minutes later, the customer is offered the sale price that is going to be offered next week: $1000. You see, the salesperson never expected to get $2000 (of course, they wouldn’t turn it down if the customer accepted the price though!). Rather it was the reject then retreat technique: come in with an outrageous opening offer that is expected to be rejected. Then, “give in” and offer what seems like a much more reasonable price. It is like the teenager asking his parents to spend the night in Chicago, knowing that his parents will say no, so he can “settle” for spending the night with his friend across town.

Social Proof and Testimonials

Social proof is a lot like using descriptive norms to persuade. We decide what to do by looking at what others do, or did, in a similar situation. So advertisements that tell us that a particular brand of car, soft drink, or laundry soap is the best-selling brand are using social proof. We can also look beyond the sheer numbers of people as a version of social proof, too. For example, testimonials, in which a customer or better yet, a celebrity, sing the praises of the product we are considering can be a very persuasive tool.

Scarcity

The fact that an item is scarce seems to make it desirable, an observation that follows from the basic economic principles of supply and demand (i.e., when demand is high, a seller can charge more for the product). Of course, persuaders have found a way to manipulate this to their benefit. Now, we admit this could be completely innocent, but doesn’t seem a bit odd that Apple never seems to make enough iPhones when they launch a new model (or, if you like, substitute Nintendo, Sony, Tesla, and any other of the countless companies that somehow can’t seem to make enough of their products). Even simple matters like putting a limit on the number of items you are allowed to purchase makes the product seem scarce and increases sales.

Many of these techniques work, in part, because people often go through life on automatic pilot, so to speak. We operate on routine and habit without much thought. Ellen Langer (1992) called it mindlessness. When we are operating mindlessly, we are prone to respond to what Cialdini called trigger features, environmental cues that lead a specific response without much thought. For example, when meeting an acquaintance in the hall who says, “Hi, how are you?” many people reply without thinking, almost reflexively, “Fine thanks, how are you?” In this case, the phrase (hi, how are you) is the trigger feature. If you think about it, you can probably recognize many such nearly automatic responses to common trigger features (for example, reaching for your phone when someone else's makes a noise, taking out your notebook when you see your professor enter the room, and so on). By the way, if this sounds like classical conditioning, A-plus for you today!

There is no question that a savvy persuader can take advantage of this mindless responding to trigger features. For example, some companies produce private-label store brands that resemble name-brand products, apparently hoping that consumers will respond to the approximate appearance and pick up the look-alike.

Or again, Derren Brown has an entertaining (and amazing) demonstration:
trigger features: environmental cues that lead a specific response without much thought.

Obedience: Influence with Authority

Above, we introduced the concept of obedience with the example of a parent enforcing an 8:30 bedtime. Your own experience as a parent or child may have led you to notice something. Many people recall these often-futile attempts to elicit obedience in their children and think that it is difficult to accomplish. Particularly in the US, where we tend to value independence and individuality, you might think it is nearly impossible to exert authority and force people to be obedient against their will. Well, I have a surprise for you.

In what may be the most famous set of experiments in all of psychology, Stanley Milgram demonstrated dramatically that it can be easy to get ordinary people to obey commands, even commands to commit horrible acts. In a typical
The experiment from Milgram's program of research, a participant would be paired with a fake participant, an actor who was working for the experimenter. The "two participants" were informed that they were going to help the experimenter examine the effects of punishment on learning. The true participant was assigned the role of "teacher," and the actor was assigned the role of "learner." The teacher's job was to read a list of word pairs to the learner and then test the learner by reading the first word of the pair. The learner was to respond with the second word of the pair. If the learner was correct, fine; the teacher moved on to the next word pair. If the learner made a mistake, however, the teacher was instructed to punish the learner with a painful electric shock. Before beginning the teaching-learning process, the learner was brought to an adjacent room out of sight of the teacher and strapped into a shock-receiving contraption. Then the procedure began. Because the whole setup was fabricated (including the shocks; no real shocks were given), Milgram was sure to plan it so that the learner made lots of mistakes, and for each one, the teacher was ordered to administer a shock. For every successive mistake, the teacher was instructed to use a stronger shock than the one used previously. The shock-generating machine (also fake, of course) was clearly labeled with increasing voltage levels, and the highest levels were labeled, "Danger- Severe Shock," and "XXX."

As the teacher (the true participant) began to protest and complain that he or she wanted to stop the experiment, the experimenter, a stern man in a white lab coat, urged the teacher to continue, saying things like, "It is absolutely essential that you continue," and "whether the learner likes it or not, you must continue until he has learned all of the word pairs." I should point out that it is difficult to convey the drama and realism of this experimental situation in writing. Although you may feel that the setup is so obviously contrived that no one would believe it, video recordings of the actual experimental sessions show that the participants took it very seriously.

At this point, I would like you to recall the answer to one of the questions in the Activate section. What would you do if you were a participant in this experiment?

- Early on, the learner is in obvious pain; he yells and demands to be released from the experiment. Behind you, the experimenter continues to order you to continue the procedure. Do you continue or stop the experiment?
- If you continue, as the shock level increases, the learner complains more loudly. Soon, he reports that his heart is starting to bother him. Still, the experimenter commands you to go on. Do you continue or stop the experiment?
- If you continue, the learner, in an attempt to quit the experiment, refuses to answer any more. The experimenter tells you that a non-response is considered a wrong answer, so you must administer the electric shocks. Do you continue or stop the experiment?
- If you continue, after several refusals, each followed by a stronger shock and very loud screaming, the learner goes completely silent. He is obviously unconscious and can no longer respond. The experimenter tells you that you must continue the experiment. Do you continue or stop the experiment?
- If you continue, after several completely silent trials, you have reached the top levels of the shock generator, the ones labeled “Danger- Severe Shock" and “XXX." The experimenter tells you that you must continue the experiment. Do you continue or stop the experiment?

We assume that by now most of you have “dropped out” of the experiment. Well, do not be so sure. In Milgram's original studies, more than 50% (the exact number is 65 percent) of the participants obeyed the experimenter fully, past the point of the learner passing out, all the way to “XXX."

Many people learn about these results and conclude that Milgram's experiment demonstrated that it is easy to get "some people" to obey orders to commit horrible acts. After all, “only” 65% complied with all of the orders. Surely, strong-willed people, people taught to question authority and think for themselves, would not obey such obviously evil commands. We think a few details are in order: First, no one refused to begin the experiment. In other words, everyone was willing to inflict some pain on the learner simply because the white-coated, bossy experimenter commanded it. Second, and more importantly, you may have missed an important point (one that we have purposely not emphasized yet). This section is about the Milgram experiments, not experiment. In reality, Milgram conducted a series of experiments that varied many aspects of the experimental situation. By introducing some changes to the situation, obedience was driven down to 0 (that is, nobody obeyed). On the other extreme, Milgram was able to design a
situation in which 93% of the participants complied fully. It should also be noted that in a few almost direct replications of Milgram's studies researchers have found that many participants were still willing to obey the experimenter all the way to “XXX” (Burger, 2009, Dolinskii et al., 2017).

These are easily some of the most famous experiments in all of psychology and Milgram's original interpretation has been accepted uncritically by many for decades (with only occasional discussions of ethics). But there are old criticisms and new developments that call into question the major conclusion that Milgram's work revealed the dangers of blind obedience to authority. As you will see, the results are still very instructive and useful, but perhaps not what we have thought all this time.

As early as 1968, critics were concerned about the possibility that participants might figure out the deception in studies like Milgram's (Orne & Hammond, 1968). In that case, it would not really be obedience that Milgram was observing, rather just a version of participant demand, in which research participants play their expected role to perfection (Module 2). Indeed, a previously unreported analysis that Milgram conducted revealed that most (but not all) participants who really believed the learner was being shocked did not obey (Perry et al., 2019). So, it is very likely that the true level of obedience was lower than Milgram reported.

But even among the participants who believed the deception, it might not have been obedience that made them comply. A finer-grained analysis that looked at participants responses to specific verbal prods found that the ones that most resembled orders were rarely followed. The ones that emphasized science and encouraged identification with the experimenter and scientific process tended to be the ones that did the trick (Haslem, Reicher, & Birney, 2016). This reinterpretation is consistent, not with blind obedience, but with something closer to persuasion. Reicher, Haslem, and Smith (2012) called it engaged followership, compliance that comes from identification with the leader. In other words, the participants were likely to follow (not obey) when they believe in and are committed to the experimenter and the scientific process in the study more than with the learner.

Some of the important factors that led to higher compliance are consistent with both the obedience and the engaged followership interpretations. For example, if the learner was depersonalized and far away from the participant, and the researcher had higher status, participants were more likely to comply. If the learner was located in the same room as the teacher, compliance dropped, even more, if the teacher had to move the learner's hand to the shock terminal. If the learner was quiet and in another room, obedience was very high. If the authority phoned in the orders, obedience was very low. Also, if the authority had low status or was not perceived as legitimate, few people obeyed the commands.

---

**engaged followership:** compliance that comes from identification with the leader

Whether obedience or engaged followership, many observers have used Milgram's work to help us understand how many evil acts throughout history have occurred. For example, there are chilling similarities between Milgram's experiments and the Nazi Holocaust; atrocities committed by armies, such as the US forces in My Lai during the Vietnam War, and widespread genocide, such as Hutus slaughtering 2 million Tutsis in Rwanda in the 1990s. If you still doubt that such effects would occur in this century, you would be wrong. Early in 2004, photographs of US military guards abusing, torturing, and humiliating Iraqi prisoners were released and publicized throughout the world.

Milgram's experiments shed some light on how such horrible acts could be committed—not to excuse them, but to understand them so that we may someday be able to prevent their recurrence. If you put someone in a very powerful situation (and can get followers to identify with your goals), even a good person can commit a horrible act.

Social psychologists have often focused on the dangers of obedience (and now engaged followership). Given humanity's history of ghastly atrocities committed by people following orders this attention is warranted. We should remember, however, that these kinds of compliance can be a good thing. First, some cultures across the world and subcultures in the US place a great value on obedience. Second, even cultures and individuals who disdain blind obedience
in general often recognize its value in some situations. For example, parents who encourage their children to think critically for themselves and to question authority (respectfully, of course), realize that sometimes they must “do what they are told.” For example, a three-year-old does not fully understand what it means to be hit by a car and killed, so they must learn to obey a parent’s commands to stay out of the street.

We are left with a bit of a puzzle, then. Why can it be difficult to elicit obedient behavior in children when it can be easy to do so in strangers? We think that part of the answer lies in the distinction between the original obedience and the new engaged followership interpretations. It can be difficult to get a child, particularly a young child to identify with the parent, even if the parent is aware of the importance of engaged followership. Instead, they just give orders, sometimes with threats that the child soon learns can be empty. For example, as soon as the child realizes that the parent has no real intention of “stopping this car and making you walk home,” that particular threat loses its power to elicit obedience.

Debrief

- Think of some commercials or other marketing communications. Do they use the central route or the peripheral route to persuasion? Does the choice of strategy seem consistent with the likelihood that consumers will be devoting effort to the decision?
- Some observers have criticized Stanley Milgram's obedience experiments as unethical. What is your opinion? (You may want to look at the discussion of ethics in Module 2.)
Module 22: Intimate Relationships

This module is principally about the third part of the definition of social psychology, relating to other people. It is nowhere near an exhaustive list of the different ways that we relate with each other; rather it covers some of the close relationships that we have in our lives. In particular, We will be covering important aspects of intimate, often physical, relationships that many people have. Some related topics are covered elsewhere in the book. For example, friendship and parenting from Unit 4 are both important aspects of intimate relationships. Also, emotions and behaviors such as helping and aggression clearly are relevant to a discussion of how people relate to each other.

This module has three sections. Section 22.1 covers two key components of close physical relationships, namely love and sexual behavior. Section 22.2 describes the important progress we have made toward understanding sexual orientation, or the gender of people to whom we are sexually attracted. Section 22.3 covers some important observations about marriage, the specific long-term relationship in which love and sexual behavior play prominent roles.

22.1 Love and Sexual Behavior
22.2 Sexual Orientation
22.3 Marriage, and Divorce

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 22, you should be able to remember and describe:

• Characteristics of love/kinds of love (22.1)
• Why people fall in love physical attraction, similarity, mere exposure (22.1)
• Misconceptions about sex (22.1)
• Sexuality throughout the lifespan (22.1)
• Evolutionary psychology applied to sexual behavior: long-term and short-term mating strategies, and evolved preferences in mates (22.1)
• Sexual response cycle (22.1)
• Sexual orientation: different sexual orientations, genetic factors, rejected environmental explanations (22.2)
• Benefits of a good marriage, dangers of a bad marriage (22.3)
• What predicts and does not predict divorce (22.3)
• Strengthening marriage (22.3)

Apply

By reading and thinking about how the concepts in Module 22 apply to real life, you should be able to:

• If you have ever been in love, recognize the possible roles of physical attraction, similarity, and mere exposure (22.1)
• Recognize the phases of sexual response in yourself or a sexual partner (22.1)
• Recognize behaviors in yourself or others that are consistent with long-term and short-term mating strategies (22.1)

**Analyze, Evaluate, and Create**

By reading and thinking about Module 22, participating in classroom activities, and completing out-of-class assignments, you should be able to:

• If you have ever been in love, describe how Sternberg's triangular theory and Berscheid and Hatfield's passionate and companionate love apply to your relationship. (22.1)

• Articulate your response to the information about the causes of sexual orientation. If you agree, why do you agree? If you disagree, why do you disagree? (22.2)

• Apply John Gottman's ideas about marriage to a long-term romantic relationship (successful or unsuccessful) in your own life (22.3)

**22.1 Love and Sexual Behavior**

**Activate**

• What is your opinion about the benefits of scientific research into the causes of love?

• Have you ever been in love? If so, what led you to fall in love? If not, what do you think will lead you to fall in love with someone?

• Do you think that US culture is too restrictive or too permissive about sexuality?

If people object to the scientific study of anything more than they object to the study of love, we cannot imagine what it would be. To many people, part of the appeal, the mystique, of love is that it is incomprehensible. Reducing something as wondrous and transcendent as love to psychological, or worse yet, biological, explanations seems to render it sterile and mundane. On top of that, it seems frivolous to try to study love. What possible benefit comes from discovering what leads to love? Recall from Module 4, a dubious distinction intended to signify a waste of US taxpayers' money, was given to research about love (research, by the way, conducted by Ellen Berscheid, about whom you will read soon).

To put it mildly, we disagree with those who object to the scientific study of love. First of all, we are driven by a curiosity about what love is and what makes it happen or not happen. There is a practical reason for studying love as well. Approximately 40% of first and second marriages in the US end in divorce or separation (Bramlett & Mosher, 2002). The vast majority of these people are probably deeply in love when they marry. Later, when something in the relationship changes, a series of events is set in motion that ends in the dissolution of the marriage. Could it be that many of these people entered into the marriage with unrealistic expectations about love that they acquired from romantic depictions of it in movies, books, and poems (Segrin & Nabi, 2002)? Could it be that because they did not understand what love really is, they failed to anticipate how it might change, and were disillusioned by the changes? Could be. Let us take a look at what the science of love has to say and find out.
What is Love?

Think seriously for a moment about what it means to be in love with someone. What kinds of feelings and behaviors are essential parts of romantic love? David Buss (1988) found that both males and females view commitment as a key aspect; he suggests that it is the most important component of love.

Robert Sternberg (1986), in his **triangular theory of love**, added passion and emotional intimacy to the mix. Intimacy is the emotional closeness that comes from sharing private thoughts. Passion is the desire for physical closeness; it is based on physical attraction, and it includes sexual desire. Each of these components can work together to represent different types of love (e.g., intimacy, romantic, companionate, passion, fatuous, commitment, and consummate). According to Sternberg, strong relationships are those for which the partners are similar in the levels of passion, intimacy, and commitment they feel toward each other (i.e., consummate love). Sternberg (1998) has also noted that individuals harbor their own personal expectations about how romantic love is supposed to be. Relationships that meet those expectations will be satisfying, and those that do not meet them will not be satisfying.

Ellen Berscheid and Elaine Hatfield (1978) have distinguished between two kinds of romantic love. **Passionate love** is common early in a relationship; it is marked by intense feelings and physical desire. Over time, passionate love often fades in a relationship, leaving companionate love. Notice that we did not say, “leaving only companionate love.” That would imply that companionate love is some lukewarm leftover feeling that lingers after the “real” love has faded. **Companionate love** is the stuff of commitment and emotional intimacy. Partners who feel companionate love essentially regard each other as best friends. Both types of love are related to happiness but in different ways. Passionate love is related to the presence of positive emotions, whereas companionate love is related to overall life satisfaction (Kim & Hatfield, 2004)

It looks as if romantic love is a universal human experience; researchers using a limited set of criteria found it in 90% of cultures surveyed throughout the world (Jankowiak & Fischer, 1992). There are, however, significant cultural differences in how romantic love is experienced. As you might guess, individualistic and collectivistic cultures differ
on several important aspects of love. For example, people from collectivistic cultures tend to value and experience the companionate aspects of love more than people from individualistic cultures, who experience more passion and place more emphasis on personal fulfillment in love relationships (Dion & Dion, 1993; Gao, 2001). In many collectivistic cultures, marriages are arranged and passion is not expected. Instead, couples are expected to develop companionate love over time (Epstein et al., 2013; Levine et al., 1995).

**passionate love**: love that is marked by intense feelings and physical desire
**companionate love**: love that is marked by high levels of commitment and emotional intimacy
**triangular theory of love**: Robert Sternberg's theory that love involves passion, commitment, and emotional intimacy

### Why Do People Fall in Love?

The exact reasons why any two people fall in love are still a mystery. Psychologists have been able to figure out many of the important factors that can lead to love, however. We will mention three of them; the first two you might be able to guess, but we may surprise you with the third.

What first draws you to a potential romantic partner? It is not necessarily true in all cases, but the initial attraction between two people is often physical. And although there is some truth to the common belief that “beauty is in the eye of the beholder,” people tend to agree very well about the physical attractiveness of individuals, regardless of the ethnic and racial groups of rater and rated person (Cunningham, et al. 1995). For example, faces that are symmetrical—that is, the left side is close to a mirror image of the right side—are judged attractive throughout the world, as are faces that do not have extreme features (Jones et al., 2003; Mealey et al., 1999; Rhodes et al., 2002). Some combinations of physical features are very frequently found attractive. For example, females with large, widely spaced eyes and a small nose are judged attractive (Cunningham, 1986). Other features are more dependent on culture. For example, whites rate the attractiveness of heavy females lower than African Americans do (Hebl & Hetherton, 1998; Jackson & McGill, 1996).

Once you discover that you are physically attracted to someone, your next step is to talk to that person. What discovery about the other person is most likely to increase your attraction? Perhaps the biggest factor is the degree to which the other person is similar to you. When you speak to the person, the more they agree with you—on politics, music, sports, television shows, favorite color, whether you are a dog person or a cat person—the more you will like them (Byrne & Nelson, 1965). In short, the common idea that “opposites attract” is nearly entirely a myth. Similarity even extends to physical attractiveness. People very typically wind up with a partner who is close to them in physical attractiveness (Berscheid et al., 1971). Keep in mind that similarity levels in physical attractiveness do not always equate to higher levels of relationship satisfaction (Hunt et al., 2015).

Many people believe that each individual has one true soul-mate, his or her perfect match. If this were true, your soul-mate would probably live in Asia, where well over half of the world's population resides. Instead, out of the 7.8 billion people on the planet, there are likely thousands, if not millions of potential partners who would make excellent matches for an individual. In reality, most people fall in love with someone who is close to them, someone they met at work or school, for example (Michael et al., 1994). It is not simply that having someone nearby magically attracts you to him or her. Rather, proximity affords the opportunity for frequent contact, and that is what makes you like the other person. This effect, called **mere exposure**, was discovered by Robert Zajonc (1968), and it is one of the most well-known effects in psychology. It has been demonstrated many times, with many different stimuli, such as pictures, sounds, and characters from an unfamiliar alphabet. It also works with people. For example, in one study, the researchers varied the
number of times (0, 5, 10 or 15 times) that four female research assistants attended a class during the semester. At the end of the semester, the asked students how much they liked each assistant. The more times the assistant had attended, the more the students liked her (Moreland & Beach, 1992). We confess, this is the least magical reason for falling in love, but in a way, it is the most intriguing. Think about it. Your affection for someone increases simply because you come in contact with the person a number of times.

### Human Sexual Behavior

By now, you may have noticed that throughout this book, we have been illustrating concepts with thinly disguised examples from our own lives, friends and families. We will not be doing that in this section.

We are simultaneously attracted to sex and shielded from it. It is mysterious and alluring, yet forbidden and shocking. That is how we can have a situation like the 2004 Super Bowl halftime show, during which two entertainers shocked hundreds of millions of people with a sexual display that may or may not have been choreographed. When Justin Timberlake grabbed at Janet Jackson's costume, her breast was exposed on live TV. This “wardrobe malfunction” led people to express outrage at such an indecent act and launched a Federal Communications Commission investigation.

Yet, the exposure was the single most frequently replayed moment ever recorded by TiVo, a precursor appliance to the DVR that allowed viewers to pause and replay live TV, and it was the most sought item ever reported from an earlier internet search engine Lycos.

### Misconceptions about sex

In light of our culture's contradictory feelings about sexual behavior, many people's interest in sex ends up being indulged secretly. It is, after all, an intensely private act. People's discomfort with admitting to an interest in sex and asking open questions about it leads to a great deal of misinformation. In the case of romantic love, misinformation may contribute to the high rate of marital discord and divorce. In the case of sex, ignorance and misinformation is even more serious; it contributes to sexually transmitted diseases or infections, unwanted pregnancy, and even distorted attitudes that can lead to sexual violence.

To give you an idea of what we are talking about, let us address a few commonly held misconceptions about sex in the US. Keep in mind that this is by no means intended to be an exhaustive list.

- **Misconceptions about sex education.** Many people believe that sex education leads to sexual behavior and that abstinence-only sexual education is the most (or only) effective way to reduce early sexual activity and teen pregnancy. As you might suspect, this has been a heavily researched topic, but because some of the research in this area is conducted by people who have a strong interest in the outcome, some of that research is problematic. A recent review of reviews has drawn some solid conclusions, however. The researchers identified 37 review articles containing 224 individual studies (all randomized controlled trials, the best design for drawing causal conclusions). The overall conclusions were that although abstinence-only education generally increases knowledge about the risks of sexual behavior, it does not lead to positive changes in adolescents' actual behavior. In contrast, comprehensive education generally improves knowledge, attitudes, and behavior (Denford et al. 2017).
The results are not extraordinary, though. There are some studies that found no effect, and even a few that found that the education increased sexual behavior. Part of the problem is that there are a great many variations in what the education includes, and several different behaviors that might be affected.

- **Misconceptions about condoms.** Many people believe that condoms have a very high failure rate. In reality, if condoms are used correctly, they have a failure rate of 3%. Unfortunately, however, another set of misconceptions concerns the correct usage of a condom. Between one-third and one-half of adolescents in the US have incorrect beliefs about condom usage that can lead to their failure (Brown et al., 2008; Crosby & Yarber, 2001).

- **Misconceptions about rape.** Among the myths about rape are these: females commonly lie about being raped, only sexually promiscuous females are raped, and many females secretly enjoy the thought of being raped. A great deal of research has examined these rape myths and discovered that they can be quite harmful. First, you will not be surprised to learn that males are much more likely than females to believe rape myths (Ashton, 1982; Fonow et al., 1992; Hockett et al., 2015). People who believe rape myths are less likely to judge that a scenario meeting the legal definition of rape is actually rape; they assign less blame to a rapist and more blame to the victim than other people assign; they assign shorter sentences to male convicted of rape in “mock trial” research; they score higher on surveys that measure hostility toward females; they have more negative attitudes toward rape survivors; and they are more accepting of interpersonal violence (Lonsow & Fitzgerald, 1994). More dramatically, males who believe rape myths are more likely to admit that they might force a woman to have sex with them (Hamilton & Yee, 1990; Reilly et al., 1992). After this list, we are sure it will come as no surprise that males who believe the myths are also more likely to commit acts of sexual aggression, measured by self-report and by the actual commission of criminal sexual aggression (Murphy, Coleman & Haynes, 1986; Fromuth et al., 1991).

**Sex throughout life**

There is a wide range in media portrayals of adolescent sexual behavior. In reality, it can be difficult to gauge adolescents’ sexual behavior because people hold different opinions about what constitutes “having sex.” For example, one survey indicated that 59% of college students did not consider oral-genital contact to be “having sex” (Sanders & Reinish, 1999). Not surprisingly, rates of oral-genital contact are still fairly high among young adults with many engaging in these activities without using safer sex practices (Holway & Hernandez, 2017). This furthers the point that young adults may not view oral-genital contact as sex and thus do not perceive it as an activity that has many risks.

Many parents have been concerned about early sexual activity in their children through the years. It is true that adolescents had sexual intercourse at earlier ages throughout most of the 20th century. The trend peaked in the early 1990s and began to reverse, however. For example, in 1990, 54% of high school students reported that they had ever had sex. By 2002, it had dropped to 46% of 15–19 year-olds. From there, it fell lower, especially for males. In 2015–2017, 42% of 15–19-year-old females and 38% of 15–19-year-old males reported that they had ever had sexual intercourse (Martinez & Abma, 2020).

In part because of a lack of consistent and correct information about sex and sexuality, adolescents are in particular danger of contracting sexually transmitted diseases/infections. According to the US Centers for Disease Control, teenagers and young adults ages 15–24 have about half of the sexually transmitted diseases in the US, despite being only one-quarter of the sexually active population (CDC, 2017; Sherman, 2004).

Sexual activity peaks in the adult years, during the early years of marriage. Contrary to many people's beliefs and the countless “married equals no sex” jokes, married couples have more frequent sex than singles (Twenge et al., 2017). For example, in one of the most comprehensive national surveys on sexual behavior ever conducted in the US, 19% of single males versus 36% of married males and 13% of single females versus 32% of married females reported having sexual activity 2 to 3 times per week (Lauman et al. 1994). There is a gradual decline in married couples' frequency of sex as they age, from 2.2 times per week in their 20's to 1.3 times per week in their 40's, to 0.6 times per week in their 60's and 0.3 times per week in their 70's (Smith, 1994). By the way, if you are tempted to compare yourself to these averages, do not do it. There is huge variability; a better gauge is your and your partner’s personal satisfaction with your sex life.
As you may recall from Unit 3, evolutionary psychology has a great deal to say about human sexual behavior. As it turns out, evolutionary psychology’s explanations of male and female mating behavior are among its most provocative and controversial contributions to the field. As the evolutionary thinking goes, the specific selection pressures faced by a species leads to the adoption of, or preference for, different reproductive strategies. Because males and females throughout our evolutionary history have frequently faced different selection pressures, the two sexes have somewhat different preferences.

A basic distinction is between long-term and short-term mating strategies. A long-term mating strategy denotes a set of behaviors that promote sex only within a long-term, committed, monogamous relationship. A short-term strategy essentially means casual sex with multiple partners. Both males and females can and do use both, but situations throughout evolutionary history have suggested some important differences related to their use. Specifically, pregnancy involves a much higher biological investment for females than males. Males produce millions of sperm per day, whereas females have about 400 ova in their entire lives, so right from the start, the conception of a single child represents a much higher proportion of a woman's lifetime reproductive capacity. In addition, between pregnancy, birth, and breastfeeding, a woman is unable to conceive for a period that can reach 4 years or more for each child. Biologically speaking, the man is done nine months before the birth of the child. The only time that he is unable to conceive again is during the refractory period that occurs after ejaculation, which can be as short as a few minutes (see the section below). The overall result is an enormous biological investment in a child by a female and a very small biological investment by a male. Because of the large differences in parental investment required by males and females in the case of a pregnancy, one would expect females to be more selective in mate choices, even when engaging in a short-term encounter. And this is indeed what researchers have found (Buss & Schmitt, 2011). For example, men are far more likely to agree to have sex with a stranger than women are. In one dramatic demonstration of this, a member of the opposite sex approaches a target participant and says, “I have been noticing you all day, and I find you very attractive. Will you have sex with me?” In one version of this study, 75% of college-aged men said yes, and 0% of women did (Clark & Hatfield, 1989). Similarly, in a survey across 52 different countries, men were found to consistently desire more sexual partners than women do (Schmitt, 2003).

Evolutionary psychologists point out that when men and women are engaging in long-term mating strategies, their preferences are more similar, but that the differences in parental investment lead to some lingering differences between males and females. Although we are simplifying a bit, ancient males were more successful biologically if they chose mates who could conceive and give birth, so they evolved more of a preference for females whose appearance signaled that they were fertile and healthy, such as youthful appearance, smooth skin, and a specific ratio of the size of the waist compared to hips. Because these physical cues to fertility are so important, evolutionary psychology predicts that males will place a great deal of value on physical appearance and age when choosing mates. Females, on the other hand, were more successful biologically if the few children that they did bear survived. Thus, they evolved a preference for males that could help them do that. In other words, ancient females preferred males who signaled that they could be good providers for their children. These cues to a man’s ability to provide include high social status, ambition, dependability, willingness to commit, and athletic ability (Buss, 2003).

Evolutionary psychologists have conducted very ambitious research projects to test many of these claims about mate preferences. Of course, the claims cannot be tested directly because no one knows for sure what the specific evolutionary pressures were in ancient times. Instead, the reasoning is that if the evolutionary explanations are correct, then the predicted mate preferences should be seen throughout the world, regardless of culture. In one early study, researchers conducted surveys of people aged 14 to 70 in 37 different cultures around the world, over 10,000 people total, and found strong support for the predictions of evolutionary psychology. For example, in all 37 cultures, they found that men judged the physical attractiveness of a mate more important than women did—although both genders judge it important (Buss & Schmitt, 1993). Similarly, in all 37 cultures, women judged the social status of a mate more important than men did (Buss et al., 1990).

As impressive as these results are, they are not the last word on the issue. Alice Eagly and Wendy Wood (1999; Wood
argued that the gender roles that have developed in a specific culture can have a large impact on mate preferences. Suppose in a particular culture men are expected to work outside the home and provide material support for the family while women are expected to stay at home and care for the children. In this case, you would expect men to select women who appear to be good at fulfilling their expected role, and vice versa. Indeed, all of the cultures in the Buss et al. research have gender role expectations just like these, although the role expectations are stronger in some cultures than in others (that is, some cultures have very rigid gender roles, others are more lax). Eagly and Wood reanalyzed the Buss et al. (1990) results and found that the cultures that have stronger gender role expectations have larger sex differences in mate preferences. Eagly and Wood have drawn the conclusion that gender role inequality in general can explain the existence of the gender difference in mate preferences. Thus, they have offered an alternative explanation of the Buss et al. results that does not rely on an evolutionary theory.

Now you may be wondering which view is correct: Do people choose mates because of preferences that have evolved throughout human history (the Buss et al. view) or because of their adaptations to gender role expectations in the current culture in which they live (the Eagly and Wood view)? Perhaps this is a false dichotomy (see Module 1). In other words, they could both be correct. Similar to the way the nature and nurture issue has played itself out in other contexts, evolutionary psychology can help us to understand the mechanism in nature by which gender differences exist at all. Then, the properties of individual cultures, such as gender inequality, can explain the nurture side of the equation, through which human behavior can stray from or intensify the predispositions that nature has put in place. More recent research has pursued this line. David Schmitt was involved in a survey of nearly 17,000 people from 53 nations (even more ambitious than the Buss research; one article based on this survey project listed 99 individual co-authors!) that supported this view. In another article that described the phenomenon of “mate poaching,” that is, trying to attract someone who is already in a relationship, Schmitt found evidence that supported the impact of evolution, social roles, and individual personality, another example of the complex interaction of nature and nurture (Schmitt, 2004). Most recently, Walter et al. (2020) replicated a version of the multi-culture studies (this time with 45 different countries; 108 co-authors this time around!) and found solid support for the evolutionary psychology predictions of men having a stronger preference than women for attractive, young mates and women having a stronger preference than men for older mates with good financial resources. They also found some support for the gender role expectation side of the explanation as well, as gender equality predicted the actual age of participants’ partners.

**Sexual response cycle**

Another way to think about the biology of sex is to consider what happens during the sexual act itself. According to Masters and Johnson (1966) the sexual response cycle is similar in men and women. There are four phases: excitement, plateau, orgasm, and resolution. During **excitement**, the genitals become aroused; the penis becomes erect and the vagina becomes lubricated. In women, the tip of the clitoris swells, the upper portion of the vagina expands, and nipples become erect (as they do in some men, too). During **plateau**, breathing rate, pulse rate, and blood pressure increase. In men, the tip of the penis swells, and a small amount of fluid (not semen) appears. In women, the outer portion of the vagina contracts and the clitoris is retracted. During **orgasm**, the genitals contract rhythmically, as do many muscles throughout the body. Breathing rate, pulse rate, and blood pressure are at their highest during orgasm. The pleasurable feeling that both men and women experience is actually quite similar, contrary to what many people think. Vance and Wagner (1976) had men and women write out descriptions of how orgasms felt. A panel that included gynecologists, medical students, and clinical psychologists could not tell the difference between men’s and women’s descriptions. The final phase is **resolution**, during which the bodies return to normal. After orgasm, men have a **refractory period**, during which they cannot have another erection or orgasm. The period can last for a few minutes in some men, up to a full day in others; the refractory period tends to grow longer as men age. Women do not have a refractory period, so they are able to have multiple orgasms if they are stimulated again.
excitement: phase of sexual response when genitals become aroused
plateau: phase of sexual response before orgasm, when breathing, pulse rate and blood pressure increase
orgasm: phase of sexual response during which genitals contract rhythmically
resolution: phase of sexual response during which the body returns to normal
refractory period: period of time after orgasm in men during which they cannot have another erection or orgasm

At one level, sexual response is a simple reflex between neural centers in the spinal cord and the sex organs. In men, the spinal cord receives input from stimulation of the penis (or nearby areas), which then sends neural signals through the parasympathetic nervous system—the part of the autonomic nervous system that generally calms the body—to produce an erection (McKenna, 2000). The erection itself results when muscles that surround the arteries in the penis relax, allowing the arteries to fill with blood. With continued stimulation of the penis, the spinal cord sends a message via the sympathetic nervous system (the arousing part of the autonomic nervous system), which begins muscular contractions that control ejaculation, the expulsion of semen from the penis. In women, the clitoris and vagina participate in sympathetic and parasympathetic nervous system reflexes, but the exact mechanisms by which they work are not as well understood (Hyde & DeLamater, 2003).

For both men and women, sexual response is far more than these simple reflexes. For example, tactile stimulation of the penis while a man is washing in the shower usually does not produce an erection, whereas the gentlest touch during the opening moments of a sexual encounter often does. In fact, you may realize that both men and women can enter the excitement phase of sexual response without any physical stimulation at all. Obviously, the brain is involved in sexual response. An individual's cognition and perception are essential features of sexual arousal (Walen & Roth, 1987). Brain areas that are important for cognition, sensation, and perception, then, such as the thalamus and certain areas of the cortex, are active during sexual behavior. Another area of the brain that appears important for sexual behavior is the limbic system, the set of brain structures that form a ring around the thalamus and are important for emotions in general. Research in which electrodes were used to electrically stimulate the limbic system of monkeys and rats, and fMRI research on humans have both found support for the role of specific limbic structures such as the hypothalamus and the cingulate cortex, usually considered part of the limbic system although it is part of the cortex (Paredes & Baum, 1997; Park et al., 2001; Van Dis & Larsson, 1971).

Hormones are also involved in sexual arousal and behavior, although they are involved far less dramatically than people believe. If you remove all testosterone from the body of a male by castration (as has been done on occasion to violent sex offenders), they will very likely lose interest in sexual behavior—but not immediately and not always completely (Carter, 1992). On the other hand, if a male already has sufficient testosterone, giving them more will probably not increase their sex drive. There is a relationship between the amount of testosterone in the bloodstream and sexual activity in adolescent males, but no solid relationships have been demonstrated in healthy adult men (Sherwin, 1988; Udry et al., 1985). Testosterone is also related to sexual behavior in females perhaps more strongly than in males. Researchers have found correlations between sexual motivation and levels of testosterone in healthy adult females (Morris et al., 1987). It is important to remember that in both males and females once the level of hormones reaches a minimum threshold, changes in the level have a relatively small effect (or no effect) on further sexual behavior.
22.2 Sexual Orientation

As you may realize, there has been a marked improvement in attitudes toward people with homosexual orientations recently. Some casual observers might even believe that the struggle for acceptance is over, but unfortunately, that is not quite true. Despite the significant movement in public opinion over the last ten years or so, the topic of sexual orientation is still controversial. Consider the results from 10 different countries in a worldwide survey conducted by the Pew Research Center:

### Percentage who say that homosexuality should be accepted by society

<table>
<thead>
<tr>
<th>Country</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>72%</td>
</tr>
<tr>
<td>Canada</td>
<td>85%</td>
</tr>
<tr>
<td>Sweden</td>
<td>94%</td>
</tr>
<tr>
<td>France</td>
<td>86%</td>
</tr>
<tr>
<td>Brazil</td>
<td>67%</td>
</tr>
<tr>
<td>Turkey</td>
<td>25%</td>
</tr>
<tr>
<td>Russia</td>
<td>14%</td>
</tr>
<tr>
<td>South Africa</td>
<td>54%</td>
</tr>
<tr>
<td>Nigeria</td>
<td>7%</td>
</tr>
</tbody>
</table>

Source: Pew Research Center 2020

So maybe in Sweden, the struggle is (almost) over. Many people, often for religious reasons, still do not accept gays or lesbians and believe that same-gender sexual behavior is wrong. Many also note that it is “unnatural,” as sex without the possibility of reproduction cannot be biologically useful. Well, one thing we can tell you is that, despite many unanswered questions, sexual orientation from psychologists’ perspective is far less controversial than it is in the general population. To be sure, there are still serious disagreements about what causes sexual orientation, but there is a growing agreement about several important aspects. If you have strong religious-based attitudes against homosexuality,
we are unlikely to change your mind in this short section. You should know what the science of sexual orientation has to say, however. And we will return to the “it is unnatural” argument shortly.

Let us start with some definitions and clarifications. **Sexual orientation** refers to the gender to which an individual is sexually attracted and with which the individual is prone to fall in romantic love. Many people categorize sexual orientation into heterosexual and homosexual (or, to use more inclusive language, gay or straight), but that is really a false dichotomy (see Module 1). Why? Because there are more than two sexual orientations, of course. People who have a bisexual orientation are attracted to both genders, people with a heterosexual orientation are attracted to the opposite gender, and people with a homosexual orientation are attracted to the same gender. We will be adopting the term **non-heterosexual orientation** to refer to sexual orientations that are not heterosexual. Of course, you probably already knew that there are many different sexual orientations (asexuality, bisexuality, homosexuality, pansexuality, etc.). There is even the intriguing possibility that sexual orientation falls along a continuum, a position that has some scientific support (Savin-Williams, 2016). Note that sexual orientation is separate from one’s gender identity (Module 17), although there is some relationship, as we shall soon see.

Instead of focusing on understanding non-heterosexual orientations, many psychologists consider that their focus is to understand sexual orientation in general. This is not “political correctness,” as some may charge. The reason is that it looks like variations of the same basic mechanisms are responsible for heterosexual and non-heterosexual orientations. Reflect on your answers to the Activate question for this section. Many straight people are puzzled by the question and respond that they do not know why they are attracted to and fall and love with the opposite gender; they just are and they just do. It is the same with people who have a same-gender orientation. Despite this change in psychologists’ general focus, however, the practical focus still tends to be on understanding same-gender attraction.

**How Common is Non-Heterosexual Orientation?**

This has been a remarkably difficult question to answer. There are different ways to measure it (physiological, self-reports of behavior or attraction, self-reports of identification), the different measures and people’s orientations might not be stable over time, and people might be unwilling to admit to non-heterosexual orientations because of stigmas (Bailey et al., 2016). Let us use one representative fairly recent estimate to give us an idea of the numbers. Gates (2011) reviewed several individual estimates and concluded that about 3.5% of the US population identifies as gay, lesbian, or bisexual. Altogether, that corresponds to approximately 9 million LGBT (T for transgender) individuals in the US, which is near the population of New Jersey. Nineteen million (8%) report engaging in same-sex sexual behavior, and 25.6 million (11%) report some same-sex sexual attraction. So, we may be talking about numbers around this range: 3.5% to 11% (or 9 to 25.6 million).

**non-heterosexual orientation:** sexual orientations that are not heterosexual

**sexual orientation:** gender to which an individual is sexually attracted and with which the individual is prone to fall in romantic love

**What Causes Sexual Orientation?**

Before describing some specific possible causes of sexual orientation, let us address the “it is unnatural argument” that
some advance against non-heterosexuality. It turns out that this is a relatively easy argument to refute using the rules of deductive logic that we outlined in Module 7.

If p, then q;
p;
therefore q.

If something appears in nature, it is, by definition, natural (If p, then q)
Homosexual behavior, defined as genital interaction between animals of the same sex, appears in nature (in hundreds of species, see below) (p)
Therefore, homosexual behavior is natural (q)

Indeed same-sex genital interaction, sometimes to orgasm has been observed at least occasionally in hundreds of species, including bonobos, mountain gorillas, macaques, baboons, and dolphins.

As we turn to describe causes of sexual orientation in humans, it might be useful to start with an important statement from a comprehensive review of the science published in 2016: “No causal theory of sexual orientation has yet gained widespread support. The most scientifically plausible causal hypotheses are difficult to test.” (Bailey et al., 2016, p. 46). The reasons for this might be obvious to you. First, it is impossible to conduct experimental research in this area. Second, even longitudinal research can be a challenge, given the political difficulties that sometimes accompany research in this area, and the relatively low prevalence of non-heterosexual orientations. For example, a researcher would need to start out with 10,000 participants to follow over decades in order to have an adult sample of 350 people with a non-heterosexual orientation. And that is assuming that everyone remains in the study for the next 20 years (which never happens). Researchers are forced to do a lot of retrospective design studies, in which adults remember experiences and thoughts from their childhood, and prospective design studies, which are similar to longitudinal studies with one key difference. In a prospective study, participants are chosen at the outset because they are likely to be interesting subjects as time goes on. You probably noticed that there are key limitations to each of these study types: retrospective studies rely on imperfect human memory, and prospective studies have a selection bias.

Even with all of the difficulties, scientific support for what Bailey and his collaborators called non-social causes is much stronger than for social causes. One reason this is important is that people’s attitudes toward non-heterosexuality are strongly related to the types of causal explanations they believe. If they believe that non-heterosexual orientations result from social causes, such as early sexual experiences and societal acceptance, they tend to hold negative attitudes. On the other hand, people who believe in non-social causes such as genes and hormones tend to hold positive attitudes.

One of the strongest correlates of adult non-heterosexuality is consistent childhood gender nonconformity, when a child (as early as pre-school) behaves like the other gender. These behaviors can include: cross-dressing, playing with dolls, desire for girl playmates, not liking competitive sports, and wanting to be a girl in boys, and more-or-less the opposite in girls. Some of the most convincing research (to our eyes) showed videos of children who later grew up to be heterosexual or non-heterosexual to research participants, who were much better than chance at predicting who ended up with each orientation (Rieger et al., 2008). Gender nonconformity is also more common among adults with non-heterosexual orientations. Because these differences start so early and are seen in cultures throughout the world, it is not likely that the nonconforming behaviors are culturally learned (Bailey et al., 2016).

The non-social explanations consist largely of the role of hormones on development and genetics. First, let us talk about hormones. As you may recall, hormones play an important role in the development of a fetus. For example, developing testes produce androgens, which then lead the sex organs to become male sex organs. These circulating hormones also likely help determine brain differences that are related to adult sexual behavior. It is through this mechanism that heterosexual and non-heterosexual orientations might develop. Again, without being able to experimentally manipulate levels of androgens for a developing fetus, we are left to examine the hypothesis using indirect techniques. There are three parts to the evidence stream:

- **Experimental and observational research in animals.** For example, research in rodents has found that by manipulating levels of androgens early in development can cause males to exhibit female-typical sexual behavior and females exhibit male-typical behaviors (Henley et al., 2011).
• Consistent evidence through case studies in humans. Some humans are exposed to abnormal levels of androgens prenatally because of genetic conditions. For example, women who are exposed to higher levels of androgens before birth have higher rates of gender nonconformity (Berenbaum & Beltz, 2011).

• Evidence of other consistent effects of different levels of early hormones in humans. This might sound like the oddest piece of evidence but “finger-length ratio” studies are consistent with this early hormone exposure hypothesis. Compare the length of your index finger and ring finger on one hand. Females tend to have a larger ratio of index to ring finger than males do. But females who have been exposed to high levels of androgen prenatally have smaller ratios (more like males), and males who have conditions that make them insensitive to androgens have larger ratios (more like females) (Honekopp & Watson, 2010; Berenbaum et al., 2009). Although finger length ratio differences for non-heterosexual versus heterosexual individuals have only been consistently observed for females, this is still a contender for part of the explanation (Bailey et al., 2016).

Taken together, most researchers agree that exposure to androgens prenatally at least contributes to gender nonconformity, which then can play a significant role in adult sexual orientation (but no one thinks that this is the whole story).

Genetics clearly also plays a significant role in sexual orientation. Recall that behavior genetics research tries to identify differences in a trait in a population (in this case sexual orientation) that result from differences in genes and differences in the environment. A stable estimate of heritability takes years to develop because it requires several individual studies. Bailey et al. (2016) arrived at the best current estimate of 0.32 for the heritability of sexual orientation. This is a moderate level, with approximately one-third of sexual orientation variation appearing to be a result of genetic differences.

This means that there is a substantial role for environmental effects. But probably not the social environment. In other words, there is no high-quality evidence that social aspects, such as observational learning, other types of social contagion, parenting, or early sexual experiences influence sexual orientation. The studies that have examined these proposed links are plagued with various combinations of weak to null results, poor quality data and methods, and plausible alternative explanations for relationships that do appear (Bailey et al., 2016).

Rather, it is what we would call the non-social environment that appears important. One of the strongest pieces of evidence of the effects of this non-social environment is the fraternal birth order effect, in which having older brothers increases the likelihood that a male will have a same-gender orientation. This effect only occurs for biological older brothers with the same mother, not with adopted, step- or half-brothers, which would seem to rule out a social environment explanation. Just to be clear, we are saying that there is something in the mother’s uterus that changes when a developing fetus has had older brothers pass through that same uterus. One key possibility is the way the immune system of the mother responds to the earlier brothers, therefore changing the uterine environment for later developing males (Blanchard, 2001).

**retrospective design:** research study in which adults remember experiences and thoughts from their childhood

**prospective design:** research study that is similar to a longitudinal study in which participants are chosen before the study begins

**gender nonconformity:** when a person behaves or dresses like the societal expectations of another gender

**fraternal birth order effect:** theory that having older brothers increases the likelihood that a male will have a same-gender orientation
How is Sexual Orientation Discovered?

A key issue about having a non-heterosexual identity is that many people are afraid to admit it. It is still quite socially acceptable in many quarters to insult a gay person openly, and the US Supreme Court only deemed discrimination against LGBTQ+ individuals in employment unacceptable in 2020.

The culture of secrecy, shame, and discrimination contribute to the still problematic issue of violence against lesbians and gay men. The Federal Bureau of Investigation reported that hate crimes—crimes principally motivated by bias about the race, religion, ethnicity, gender, disability, or sexual orientation of the victim—based on sexual orientation was 1,303 in 2017 and 1,196 in 2018. With many of these crimes being underreported as hate crimes, scholars believe that these numbers may be higher.

Sexual orientation is pretty well set before adolescence (Weinberg & Hammersmith, 1981). The first challenge for the adolescent is to discover what their orientation is. This would seem a relatively straightforward process of simply noticing whether you are sexually attracted to men or women. Two factors make this discovery process more difficult. First, remember, there are at least a minimum of 3 orientations and a very real possibility that sexual orientation is on a continuum. It can be difficult to fit oneself into a box that has two compartments when the reality is far more continuous and complex. Second, because our culture is overwhelmingly heterosexual and correspondingly still somewhat disapproving of non-heterosexual orientations, adolescents do not approach this period in an unbiased way. Rather, they operate under the assumption that they are straight, and they tend to hold on to that belief for as long as they can. They may deny their orientation to themselves, or be confused about it, and only in time, come to accept it (Cass, 1979). Despite the barriers in the way of gay, lesbian, bisexual, and other people with non-heterosexual orientations developing healthy identities, most do seem to succeed. For example, they are as well adjusted as the general population (Ross et al. 1988).

Even after accepting their own sexual orientation, individuals will need to decide how open they will be about it to other people. Can they tell their parents, friends, acquaintances, and employers? Being openly gay can lead to hate crimes, social rejection and disapproval, and until very recently (June 2020) discrimination on the job (Corrigan & Matthews, 2003; Ragins & Cornwell, 2001).

Debrief

- Do you have any friends who are gay? Can you see how the ideas from the stereotype, prejudice, and discrimination discussion (Module 22) apply to sexual orientation?
- What do you think some of the “missing” environmental influences of sexual orientation are?
22.3 Marriage and Divorce

- If you are not yet married, do you expect to marry someday? If you do expect to marry, or already are married, how likely do you think your marriage is to end in divorce?
- Think about some happily and some not-so-happily married couples that you know fairly well. If you do not know enough married couples, you can use any couples who are in a serious, long-term, exclusive romantic relationship, as long as you end up with some couples who seem happy together and others not so.
  - What are the important differences you can see between the two types?
  - Which differences do you think might be the causes of happiness or discord, and which do you think might be the effects?

News reports in the US during the first half of 2004 were strident: the institution of marriage is under attack. Observers were referring to the decisions in San Francisco and Massachusetts to allow same-sex couples to marry. Now, there is little doubt that the institution of marriage is in decline, but it has nothing to do with same-sex marriage. Demographic changes in the US in the latter half of the 20th century led to sharply increasing numbers of divorced and never-married people. The percentage of households headed by a married couple declined from 71% in 1970 to 53% in 2000 (US Census Report, 2001). The decline is largely a result of people marrying later and divorcing more. Despite the large decline, the majority of US adults do find themselves in a long-term monogamous relationship for a large portion of their adult lives. Among all people over age 15 in the US, 27% have never been married, and fewer than 10% of people over 45 have never been married (US Census Report, 2003).

There are real physical and psychological benefits to being married. People who are married tend to have better physical health and psychological well-being than other adults (House et al., 1988; Kim & McKenry, 2002; Lee et al., 1991; Mookherjee, 1997; Murphy et al., 1997). Longitudinal research in many cases has led most observers to conclude that there is something about marriage that leads to positive outcomes, as opposed to good physical or mental health causing people to get and stay married (although this relationship is surely part of the picture).

However, not all marriage is good. Destructive marital conflict is related to many physical and psychological problems, such as depression, alcoholism, cancer, and heart disease (Beach et al., 1998; Fincham & Beach, 1999). It is also related to the poor adjustment of children, similar to the well-known negative effects of divorce (Grych & Fincham, 1990; Owen & Cox, 1997).

There is no lack of advice for people in search of marriage advice. A search on Amazon.com for “self-help marriage” returned over 30,000 results in June 2020. However, this abundance of advice is not all worthwhile. John Norcross and colleagues (2003) have undertaken a gargantuan effort to help us wade through the immense number of self-help resources that are on the market. They have conducted a series of surveys of almost 3,500 clinical and counseling psychologists in the US in order to determine the quality of thousands of self-help resources that are available to the general public. In the category of marriage, John Gottman’s books were clear favorites (Gottman, 1994; Gottman & Silver, 2000).

Gottman is not simply the author of the self-help books. He has conducted a great deal of research himself, which has appeared in the scientific literature throughout the years. Through his research, Gottman has discovered many key factors that seem to lead to marital satisfaction, dissatisfaction, and stability. The rest of this section summarizes some of them.
What Causes Marriages to Disintegrate

Many people have heard the famous statistic that the divorce rate in the US is 50%. This is a misinterpretation of the fact that for every two marriages in a single year, there is one divorce. These are not necessarily the same people marrying and divorcing. It is a safer conclusion to predict that someone's lifetime risk of divorce is around 40% (Glick, 1988). Half of the divorces occur in the first 7 years of marriage (Cherlin, 1982; cited in Gottman & Levenson, 2002). One way that researchers estimate the divorce rate is to measure the number of divorces in a given year for every 1000 married women. According to this measure, the divorce rate in the US hit a 40-year low in 2018, with 15.7 divorces per 1000 married women (Allred, 2019). Gottman is convinced that the divorce rate could be even lower.

It can be quite difficult to determine the causes of marital discord, particularly if we try to do it simply by observing high-functioning and low-functioning marriages. For example, a marriage may sour because the partners frequently criticize each other, or the partners may frequently criticize each other because they have a poor marriage. As is so often the case when we are interested in real-world social and emotional questions, we are faced with a correlation, which does not point clearly to causes and effects. One way to help us determine which factor is the cause and which is the effect, however, is to use a longitudinal research design. If we can determine that a factor comes into play long before a couple is unhappy in their marriage, it gives us some confidence that the factor is a cause. Gottman and his colleagues were able to do just this. By observing newlyweds while they discussed an ongoing conflict, they were able to predict which couples would eventually divorce with 91% accuracy.

Although you could probably predict some of what Gottman and his colleagues found in their research, there were certainly a few surprises. First, contrary to popular opinion (and the advice given in some self-help books), anger in a marriage does not predict divorce because, in essence, everyone gets angry. Rather, it looks as if a particular kind of anger, or a particular way of expressing anger, is destructive. Specifically, when couples filled their conflict discussions with high-intensity negativity—criticism, defensiveness, contempt, listener withdrawal, and belligerence—they were much more likely to divorce (Gottman, 1994; Gottman et al., 2002). You don't even need to be an expert to recognize some of the warning signs, if you know what to look for. In one study, college students were able to predict divorce with 85% accuracy by identifying hostility in husbands, sadness in wives, and lack of empathy in both partners (Waldinger et al., 2004).

Second, Gottman's team found that one of the most common strategies recommended by marriage counselors was unrelated to the likelihood of divorce. Active listening is a communication strategy in which the listener paraphrases what he or she hears without evaluating. It can be very effective at clearing up miscommunication and is a key component of many therapies. Marriage counselors in particular often teach active listening to their clients so that the couples can use it when they argue. Gottman and his colleagues concluded, however, that the strategy was unrelated to marital stability, not because it did not work, but because couples rarely used it. During a conflict, couples' emotions are running too high to allow them to employ active listening.

Gottman's research has dispelled several additional myths. Many people believe that common interests keep marriages strong, but the research did not support this idea. Also, many think that a sign of a strong marriage is when couples reciprocate good deeds with other good deeds. Quite the contrary, Gottman found that this “quid pro quo” is more common in bad marriages; and the flip side occurs, too (bad deeds are reciprocated with bad deeds). Finally, the research has shown that the belief that avoiding conflict is unhealthy (that you should “tell it like it is”) is wrong.

Something that probably will not surprise you is that different behaviors in each partner predicted divorce. When a spouse quickly changed the tone of discussion from neutral to negative—for example, by beginning a discussion of a sensitive topic such as money disagreements by criticizing their partner—the couple was more likely to divorce. On the other hand, spouses who would not let their partners influence them were more likely to divorce. Finally, a couple's ability to maintain positive behaviors, such as smiling or using humor, while they were discussing conflicts was related to marriage stability. Gottman has called these sorts of strategies to de-escalate conflict repair attempts. He notes that nearly all couples use them, but they are successful in stable couples only.
active listening: a communication strategy in which the listener paraphrases what he or she hears without evaluating.

repair attempts: a couple's attempts to maintain positive behaviors, such as smiling or using humor, while they were discussing conflicts.

How to Have a Successful Marriage

So far, nearly everything has been focused on what predicts divorce. This is an unfortunate side effect of the fact that when people seek help for their marriage, they are nearly always at risk for divorce; it becomes the main focus. There is, however, much positive to say. Although couples that are in trouble are the most likely to seek advice to strengthen their marriage, Gottman has noted that all couples can benefit from it. In fact, it is easier to adopt the strategies if the marriage is not yet in trouble. As John F. Kennedy famously said, “The time to repair the roof is when the sun is shining.”

So, while the sun is shining, you might pay attention to many of the characteristics that Gottman has discovered in successful marriages (of course, these will work when it is “raining” too). Perhaps the most important basic idea is that the couple needs to work on friendship first—in other words, on their companionate love. A marriage in which the couple are close friends is not devoid of passion, by the way. Gottman has noted that these marriages are much more passionate than when the couple encourages passion through occasional romantic gestures. Instead, the couple should work on everyday gestures, such as paying attention and responding positively to comments. They should look for opportunities to create a life together, for example, through new family traditions and rituals. Passion flows more freely when each partner feels generally positive about each other, as they do when they are intimate friends. As part of strengthening their friendship, couples need to become very familiar with each others’ likes, dislikes, hopes, and fears. They must find and build on fondness and admiration; if the couple is already in trouble, they may need to find these aspects in memory. The partners need to continually remind themselves of the positives. Gottman has said that the encouragement of fondness and admiration is especially important for protecting against contempt (a feeling that you are better than someone else), which may be the most destructive emotion for a marriage.

Every day is filled with a great many opportunities to improve a couple's relationship. Imagine a couple just relaxing together in their family room after dinner. The wife turns to the husband and says, “Hey, let’s go on a hike this weekend.” The husband is busy watching TikTok videos on his phone and does not even respond to the request. Obviously, this is not a great interaction, but let us analyze it a bit to discover what is going on. Many times throughout the day, romantic partners make bids for connection. In this case, the invitation to go on a hike is a bid to share an adventure together (Brittle, 2015). The husband has three options, and in this case, he took the worst of the three. First, he can turn toward the bid. In other words, he can respond positively, by accepting the invitation. Second, he can turn against the bid, by acknowledging it but rejecting it, perhaps offering an alternative. Although not ideal, turning against does at least keep the lines of communication open. The worst response is turning away, in essence not even noticing or acknowledging the bid. In Gottman's research, he discovered that couples who stayed married turned toward each others' bids for attention 86% of the time. Couples who divorced turned towards each others' bids only 33% of the time (Navarra & Gottman, 2013). So there are two elements to the advice: first, recognize when a statement or request is actually a bid for emotional connection. Second, turn toward that bid as often as you can.

In the discussion about predictors of divorce, you learned what a couple should not do during a conflict situation. On the positive side, couples need to learn how to distinguish between solvable problems tied to a particular situation and perpetual problems that reflect an underlying conflict and are likely to recur throughout their married lives. You can
often tell the difference by how painful the problem is to discuss. When a couple recognizes that a problem is unsolvable, they should not try to ignore it. Instead, they should develop skills for coping and try to get to the point where they can discuss the problem without experiencing great distress. They should acknowledge that neither spouse will win and avoid doing anything that will make the problem worse.

Finally, Gottman also has some specific advice for couples: Accept influence. He emphasizes that attitudes such as “I wear the pants in this family” are fast roads to marital problems. Even in marriages in which one partner is the “boss,” they need to honor and respect their partner; the goal is mutual respect.

**Debrief**

- Which of John Gottman’s principles seem the most useful to you?
- Do you recognize any of Gottman’s warning signs in a current or past relationship or even as general tendencies in your personality?
If you have a full-time job, you may spend more than one third of your time working at it; many people spend much more than that. The eight hours per day that full-time employment entails is more time than most of us spend on any other activity throughout the day, including sleeping. At our jobs, we are expected to be motivated to work hard, learn new skills, cooperate with our coworkers, coddle our clients, manage subordinates, be managed by supervisors, and handle job stress. Understanding and succeeding at all of these tasks would seem quite an undertaking. To us, it sounds like a job for a psychologist.

As luck would have it, there is a subfield of psychology that addresses these concerns, along with many others that pertain to the psychology of the workplace; it is called Industrial/Organizational Psychology. Industrial/Organizational Psychology (commonly called I-O Psychology) is the primary “non-clinical” applied subfield of psychology. It deals with business applications of psychology, especially workplace applications. I-O psychologists use psychological theory and research to solve real world problems that businesses experience.

I-O Psychology can be roughly divided into two main sub-areas. The first is Human Resources-related topics. I-O Psychologists play important roles in defining jobs, selecting and training employees, and designing compensation and benefits packages that will provide appropriate incentives for employees without breaking the company's bank. The second sub-area is essentially applied social psychology. Topics include how managers can influence their subordinates, how groups can function effectively on the job, what the causes and consequences of motivation and satisfaction on the job are, and how communication functions in workplaces. At large companies, a Human Resources department handles the functions related to human-resources topics. Managers and other employees are more directly interested in the topics from the applied social psychology side. There is definitely a conceptual overlap between the two sub-areas, however. For example, although policies on compensation and benefits typically come out of a Human Resources department, many individual managers are very aware of how these policies affect workers. In particular, these factors are likely to influence workers' job satisfaction and motivation, two important topics of the social psychology side of I-O psychology.

According to the 2020 Occupational Outlook Handbook, a comprehensive resource about career descriptions, qualifications, and opportunities published by the US Bureau of Labor Statistics, employment for psychologists in general is expected to grow 14% from 2018 – 2028, much more rapidly than the average career; Industrial/Organizational Psychologists will lead that growth. Although a Master's degree is required for most Industrial/Organizational psychology careers, you can find related work in the field of human resources with a Bachelor's degree.

According to the Society of Industrial/Organizational Psychology, a division of the American Psychological Association, I-O Psychologists work in companies' departments of Human Resources, Employee Relations, Training and Development, and Organizational Development. They can also work as independent consultants. I-O Psychologists who earn a PhD may also be university professors in Psychology, Organizational Behavior, and Management. In short, particularly for those who earn advanced degrees, there are a great many opportunities for careers in I-O Psychology.

This module has four sections. Each section describes an important topic within the subfield of Industrial/Organizational Psychology. Together, the topics will give you a representative sample of the subfield. Section 23.1 describes the important tasks involved in finding the right people for the job and training them to succeed. It is the section from the Human Resources side of the subfield. Section 23.2 covers the important and related topics of motivation and satisfaction on the job. Section 23.3 touches on some of the important issues surrounding communication and influence in the workplace, issues of special (but not exclusive) importance to managers and anyone else who has to get things done by collaborating with others. Section 23.4 closes out the module with a discussion of diversity, an overarching theme in the workplace of the 21st century.

23.1 Finding the Right Person for the Job
23.2 Making Work Satisfying
23.3 Exerting Influence at Work
23.4 Dealing with Diversity in the Workplace

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 23, you should be able to remember and describe:

- Role ambiguity and job analysis (23.1)
- Recruiting and selecting employees (23.1)
- Training: transfer of training, on-the-job training (23.1)
- Motivation from the individual: need for achievement, need for power, need for affiliation (23.2)
- Motivation from characteristics of the job (23.2)
- Increasing intrinsic motivation
- Increasing workers' job satisfaction: job enrichment (23.2)
- Persuading peers and superiors: ingratiation (23.3)
- Leadership styles: autocratic leadership, democratic leadership, transformational leadership, gender differences in leadership (23.3)
- Bases of power: reward power, coercive power, expert power, referent power (23.3)
- When diversity helps/when diversity hurts (23.4)

Apply

By reading and thinking about how the concepts in Module 23 apply to real life, you should be able to:

- Recognize different job selection techniques (23.1)
- Recognize examples of different bases of power (23.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 23, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Identify characteristics in yourself or a job that lead to motivation and satisfaction. (23.2)
- Describe how you might try to influence a supervisor, peer, and subordinate (23.2)
- Evaluate leaders you have known with respect to leadership style and bases of power (23.3)
- Describe whether and why your experiences with diversity have been beneficial or harmful (23.4)
23.1. Finding the Right Person for the Job

- What is the most unusual question you have ever been asked at a job interview?
- On what would you base your decision if you had to hire someone to:
  - care for your young children?
  - teach a college psychology class?
  - deliver the mail?
  - paint your house?
  - lead a multi-national corporation?

Did you choose different criteria for the different kinds of jobs?

If you have ever had a job that you hated, then you know how unpleasant the experience can be. The stress and dissatisfaction from work can spill over into your non-work hours and affect your whole life. An organization called Sleep Judge surveyed 1000 employed people in the US (they did not report if it was a representative sample), and found that 81% suffer work-related anxiety on Sunday nights (The Sleep Judge, 2019). Businesses do not like workers to hate their jobs—not out of benevolence but because an unhappy worker can be very expensive. One of the most costly labor issues with which a company must contend is job turnover—in other words, workers leaving. Of course, some turnover is not a problem; for example, the loss of the guy who takes a three-hour nap after lunch every day is probably good for the company. The loss of quality employees, however, is an enormous expense. One way that an organization can keep good employees is to motivate and satisfy them (see section 23.2). Prior to that, however, many smart companies devote particular effort to recruiting, hiring, and training the right people. Industrial-organizational psychologists have been involved in all of these functions.

The first step in finding the right person for the job is to define what the job is; you may be surprised to learn that this step is often neglected. Many people are employed without knowing their exact role and job responsibilities, a situation known as role ambiguity. It leads to high levels of stress and job turnover (Jackson & Schuler, 1985). An essential way to help prevent role ambiguity is to develop a precise definition of a job. Industrial/Organizational psychologists can accomplish this by conducting a job analysis, a detailed description of a job; it can contain information about the types of tasks to be performed, the skills required for a worker to succeed at the job, or both. The benefit of conducting a job analysis goes well beyond simply minimizing the possibility of role ambiguity. A job analysis is the basis for virtually all of the remaining human resources and training functions. For example, if a company discovers a mismatch between the skills of current workers and the skills listed in a job analysis, they know that widespread additional training is needed. Criteria obtained from the job analysis should be the basis for performance appraisals. And, of course, candidates are recruited and selected for a job on the basis of how well they fit the criteria laid out by the job analysis.

role ambiguity: a situation in which employees do not know their exact roles and job responsibilities
Recruiting and Selecting Employees

For many companies, recruitment is far more than simply placing an ad on LinkedIn or Indeed.com. In fact, in one survey, approximately 70% of employers reported that in addition to online resources, they use referrals from current employees, the company’s own website, and word-of-mouth as successful recruitment strategies (Davis, 2017).

If you have ever applied for a job, you have been subjected to at least some of the common job selection techniques that have been developed and evaluated by industrial/organizational psychologists. Application blanks, interviews, and psychological tests (e.g., intelligence, skills, personality, and integrity tests) are among the most common selection techniques used throughout the business world. In order for an employer to use a selection technique it must be reliable (consistent) and valid (measure what it is supposed to measure), two concepts you should recall from Module 8. Although companies might choose to ignore the reliability and validity of their selection tools, doing so opens them up to the risk of losing a discrimination lawsuit. You may be surprised and a bit dismayed to learn that, from a legal standpoint, the validity of a selection technique need not be high. In essence, as long as a specific technique allows a company to choose a successful employee better than selecting candidates at random and does not systematically reject members of minority groups at higher rates, it can be used.

For many years, personality tests were great examples of selection techniques that just barely made the grade (Schmidt et al. 1984). In fact, for many years, companies were afraid to use them because of their low validity and the consequent threat of lawsuits. Personality tests such as the MMPI-2 or Myers-Briggs Type indicator do a famously poor job of predicting job success. More recently, companies have grown more confident in the validity of personality tests, however. Refinement of the Big Five personality traits has been a big reason for the newfound confidence. Conscientiousness in particular is a strong predictor of job success (Hurtz & Donovan, 2000). The four remaining Big Five traits—agreeableness, extraversion, openness, and neuroticism (emotional stability)—also have acceptable levels of validity for many jobs (Caldwell & Burger, 1998; Salgado, 2003; Tett et al., 1991).

Another surprise for most people is that one of the most common job selection techniques is very poor. Personal interviews, at least the way they are traditionally conducted, have notoriously low validity (Hunter & Hunter, 1984; McDaniel et al., 1994). In order for an interview to be successful at predicting future job performance, it should be based on behavior (i.e., the candidate should be asked questions about how he or she acted or would act in various situations), and the answers should be scored based on a job analysis (Day, 2003; McDaniel et al., 1994; Taylor & Small, 2002). A great many interviews are conducted by managers—often not even human resource managers—who ask any questions they want and use their own criteria to judge the quality of candidates’ answers. Researchers have consistently found that this type of interviewing strategy does a very poor job of predicting future performance (McDaniel et al., 1994).

Even before the 2020 COVID-19 shelter-in-place orders across the US made it necessary to conduct job interviews remotely, this practice was already common. At some point you will stop being surprised by our revelations, but here is another. There is little research about the effectiveness, and possible biases introduced, by using selection techniques that allow little (computer-mediated) or no (phone) visual feedback. And the research that does exist suggests that these technologies can change the decisions that hiring managers would make (McColl & Michelotti, 2019; Silvester & Anderson, 2003).
Training Employees

An undergraduate student we knew committed an interesting symbolic act when he finished his last class before graduation. He piled up his notes and papers (and some textbooks that he could not sell) and made a small bonfire out of them. His message was clear, in part because he chanted over and over, "I am done with classes, FOREVER!" We do not condone this act. First, of course, there is the issue of the safety of setting your books and papers on fire; he was, after all, indoors at the time. More to the point, however, the soon-to-be-former student was probably wrong. You have by now heard the term "lifelong learner." Given the rapid changes that take place in technology and in the world economy, and the reduced tenure that people have at any particular job compared to decades past, it has become necessary for the vast majority of people to continue to learn throughout their lives. A lot of that learning takes place in the context of a specific job, during training, and industrial/organizational psychologists have been involved in virtually all aspects of training.

Psychology in general, of course, should have a great deal to say about training. Principles gleaned from the study of learning and memory, thinking, and problem-solving have been very useful for companies that hope to train their employees to succeed. For example, principles of operant conditioning have played an important role in many training programs. One of the most important concepts to come from psychology is transfer of training, the degree to which training carries over to other situations, such as the job itself. Psychologists have discovered that in order to promote positive transfer, the training needs to take place in situations that match the job as closely as possible (Allen, Hays, & Buffardi, 1986). It is also important to ensure that the workers have many opportunities to use on the job the new behaviors that they have learned (Ford, Quinnones, & Sego, 1992; Tracey, Tannenbaum, & Kavanagh, 1995).

Industrial/organizational psychologists have devoted a lot of effort to comparing different formats of training. In a notable parallel to what they discovered with respect to the usefulness of interviews, psychologists have concluded that on-the-job training—one of the most common training methods—is probably not the best training technique. Essentially, with on-the-job training, the new worker shows up, and for the first few days, a more senior worker teaches him or her how to do the job. Employers often prefer this kind of training because it seems very inexpensive. After all, the other worker is already on the job being paid, and the new worker can begin being productive right away. Also, it seems as if on-the-job training should promote positive transfer because training cannot get more similar to the job situation than this. There are hidden costs, however, that make on-the-job training much less efficient than it seems. First, the trainer is probably not doing his or her own job during the training period. Second, the trainer probably does not really know how to teach, so the new employee may not learn the job very well. The result is that he or she takes longer to become productive than if some kind of off-site training had been provided instead. Even after the worker has been on the job for some time, those who had undergone on-the-job training tend to be paid and promoted less than those who had other types of training (Kovach & Cohen, 1992).

---

**Debrief**

- Can you identify the strengths and weaknesses in some job selection techniques that have been used
23.2. Making Work Satisfying

Chances are you have a job to help you get through college. For nearly all of you, however, your current job is just that, a job; it is a way to pay the bills. You may very well enjoy the job (often because of a pleasant boss or co-workers), but there is likely not anything deeper than that. How does that attitude coexist with the idea that a person’s career is one of the key elements of his or her identity (Erikson, 1959)? It might help to distinguish between a job (“what you do”) and a career (“part of who you are”).

Many factors contribute to the shift from thinking in terms of job to thinking in terms of career, such as the length of time you expect to work in the field and your feelings of loyalty toward the company. In this module, we will describe two factors: motivation and job satisfaction. The question is not simply whether you are motivated and satisfied, but rather what motivates and satisfies you about a particular job. The answers to those questions reveal much about whether your employment is a job or a career.

Motivation on the job is complex and determined by many factors. They can be roughly categorized as motivational factors that come from the individual, factors that come from characteristics of the job, and factors that are an obvious interaction of worker and job characteristics.

Motivation from the Individual

Maslow’s hierarchy of needs (Module 20) was one of the first theories used to explain motivation on the job; researchers soon discovered that it was limited, however, and in many cases completely wrong. For example, suppose you are driven by a need to connect with people socially on your job, a need most clearly related to Maslow’s “belongingness” needs. You may very well seek out a position that would allow you to fulfill that need. Once you got that job, however, it seems unlikely that the need would dissolve and stop motivating you, which is key part of Maslow’s theory. Maslow’s emphasis was how people are motivated to continue up his hierarchy once they have satisfied a need. In reality, however, the satisfaction of a need often makes it a stronger motivator rather than eliminating it (Alderfer, 1969).

Other psychologists have noted stable differences in motivation among individuals that are not related to any kind of progress through a hierarchy. Rather, it seems that people have different motivation needs, that these differences may be considered personality differences, and that the differences determine what motivates people in the workplace. For example, one influential theory has proposed that there are three needs that are important elements of job motivation:
need for achievement, need for affiliation, and need for power (McClelland, 1975). People who are high in need for achievement set high standards for themselves, and they work hard to achieve those standards. They thrive in situations that provide frequent feedback about success and are moderately challenging. Of course, then, they will seek out these situations at work, and they tend to be very successful. People who are high in need for power are motivated by the desire to influence others. They seek opportunities in the workplace to gain positions in which they can direct other people (McClelland, 1970). People who are high in need for affiliation are similar to people whom Maslow would describe as satisfying their belongingness needs; in essence, they seek workplace situations that will allow them to satisfy their need for interpersonal relationships. Again, however, they will not “outgrow” this need once it is satisfied because the need is part of their personality.

| need for achievement: a strong motivation to set high standards for oneself, and to work hard to achieve those standards |
| need for power: a strong motivation to influence others |
| need for affiliation: a strong motivation to satisfy one's need for interpersonal relationships |

Motivation from Characteristics of the Job

Other psychologists have focused on the particular characteristics of jobs that lead to motivation. For example, jobs that are meaningful, provide a high degree of autonomy, allow a worker to draw from a wide variety of skills, allow a worker to complete an entire task (rather than being an anonymous “cog” in a giant operation), and provide frequent feedback are motivating for many people (Hackman & Oldman, 1976). In our view, it is these job characteristics, particularly the meaningfulness, that mark the distinction between a job and a career. By the way, research has also shown that if college classes are restructured to have these characteristics, students are more motivated as well (Cantanzaro, 1997).

Motivation from Interactions Between Individual and Job Characteristics

If you recall the discussions of intrinsic and extrinsic motivation in section 20.1, you may realize that these concepts should apply to the workplace as well, and indeed they do. Because intrinsic motivation, motivation coming from within the individual, leads to high performance and is essentially free to the company compared with extrinsic motivators like bonuses and perks, many organizations strive to increase their employees' intrinsic motivation. Organizations can increase their workers’ intrinsic motivation by providing challenging tasks, encouraging them to satisfy curiosity, and giving them a sense of control over work tasks (Lepper & Cordova; 1992; Malone & Lepper, 1987). Positive performance feedback or praise also increases intrinsic motivation, unless the worker perceives that the feedback is delivered in a controlling manner (Deci 1972; Pittman, et al., 1980; Vansteenkiste & Deci, 2003). Also, followers are likely to be intrinsically motivated if they believe that their leader is also intrinsically motivated (Wild et al., 1992).
Job Satisfaction

Perhaps the most surprising observation about job satisfaction, and one of the most often-repeated findings in industrial/organizational psychology, is that job satisfaction is only weakly related to job productivity (Lafladano & Muchinsky, 1985). For many years, it was simply assumed that if you are satisfied on the job, you will try to perform your work conscientiously and well. Although this assumption is likely correct, there are many other reasons why you might work hard and be productive. For example, if you fear that you will lose your job, you will probably be productive regardless of how satisfied you are. Beyond productivity, however, there are several additional reasons for an organization to enhance the job satisfaction of its employees. Workers who have high satisfaction tend to be committed to the organization, and they have lower rates of absenteeism and quitting (Jenkins, 1993; Ostroff, 1993; Pratkanis & Turner, 1994; Williams & Hazer, 1986).

Because of the positive outcomes associated with high job satisfaction, many organizations seek to enhance it. One strategy that organizations have used is to increase employees’ levels of responsibility and independence; it is called job enrichment. One important element for increasing satisfaction is to increase employees’ perceptions of fairness, especially with regard to pay (Miceli, 1993; Witt & Nye, 1992). Many organizations also increase their employee’s satisfaction through benefits, such as flexible working hours, on-site child care, healthcare coverage, retirement plans, and profit-sharing.

Although many efforts to increase satisfaction are successful, there are limits to what the organization can accomplish because some elements of job satisfaction come from the workers themselves. In other words, some workers are likely to be dissatisfied no matter what the organization does. There is increasing evidence that workers with certain personality types—such as high alienation (feeling isolated and lonely)—will probably have low job satisfaction regardless of what the employer does and that these personality variables may even be genetic (Efraty & Sirgy, 1990; Keller et al., 1992). In addition, personality differences among workers suggest that different aspects of a job lead to satisfaction, so a one-size-fits-all approach to increasing job satisfaction will not work for all employees (Pierce et al., 1993).

**Debrief**

- Can you identify the different motivational principles that were being used in jobs that you have liked? The motivational principles in jobs that you disliked?
- Do you think that you are the type of person who is generally satisfied at work?
23.3. Exerting Influence at Work

On the job, your behavior toward a goal is often energized and directed by another person. Broadly, we can think of one person's efforts to get someone to do something as influence. Much of the information from section 22.5, then, generally applies to the workplace. If you are trying to influence a peer or someone who has authority over you, psychologists refer to your efforts as persuasion. But instead of referring to the influence exerted by an authority figure as obedience (as in section 22.5), industrial-organizational psychologists usually call it exerting power. This terminology shift allows psychologists to focus on the behaviors and characteristics of the leader who is trying to do the influencing rather than the person being influenced, as in the classic social psychological research.

Let us clarify the difference between persuasion and power (or obedience) with some examples:

- Your co-worker friend wants you to take the afternoon off on a beautiful spring Friday so that the two of you can go to a baseball game. His attempts to talk you into going to the ballgame would be persuasion.
- You would never take the afternoon off on a beautiful spring Friday to go to a baseball game because you are an extremely conscientious worker. And you are vastly underpaid and deserve a raise. Your attempts to get your boss to agree with these ideas would also be persuasion.
- Your boss finds out that your friend skipped work to go to the baseball game, and she threatens to fire him if he ever does it again. Her attempts to influence him to stay at work by issuing this threat would be using power.

Persuasion

Of course, persuasion in the workplace is very much like persuasion in other areas of life, so the principles from section 22.5 apply to this section as well. Perhaps the most important observation about persuasion as it pertains to the workplace specifically is that different kinds of strategies are needed to influence peers and superiors. In general, persuading superiors sometimes requires the use of more indirect methods, or the use of peripheral cues, whereas efforts to persuade peers can be more direct, involving the central route.

One specific type of peripheral technique that employees can use with superiors is called ingratiation, trying to make oneself more appealing by using flattery or doing favors, for example (Kumar & Beyerlein, 1991). If an employee is trying to persuade his boss to give him the day off, he is likely to use ingratiation, perhaps by commenting on the attractive picture of her children on her desk. On the other hand, if he is trying to convince his boss to change some institutional policy, a proposal that the boss is likely to scrutinize closely, he is likely to employ the central route to persuasion (Ansari & Kapoor, 1987; Schmidt & Kipnis, 1984). Peers sometimes use ingratiation with each other, as well as offering to exchange favors (Kipnis et al., 1980).
Power and Leadership

You might be tempted to think that exerting power would be a snap compared to trying to persuade someone who does not have to listen to you. As Mel Brooks quipped in the movie The History of the World, Part I, “It’s good to be the king!” Although there are obvious advantages to being able to compel subordinates to follow your orders, it not as simple as it seems. You may be able to get your underlings to fetch your dry cleaning today, but what is to stop them from revising their resumes on company time and interviewing for a new job during their lunch hours? Workers who are subjected to poor leadership and exertion of power are not simply more likely to quit. They may suffer more stress, be absent more, be less intrinsically motivated and productive, and engage in negative behaviors, such as stealing or sabotaging company property or sharing confidential information with competitors. Perhaps we should mention that the Mel Brooks character we quoted above is King Louis XVI, the king of France who was beheaded in 1793 after being overthrown in the French Revolution. Maybe it is better to say, “It’s good to be a good king!”

When a manager of other workers learns effective skills for leading and exerting power, subordinates will comply with directives with little risk of negative consequences; in many cases, the subordinates will not even feel as if they are following orders. Leaders’ success often comes from using principles of leadership and management that have been uncovered by industrial/organizational psychologists.

Leadership styles

Years ago, many psychologists believed that leadership was a quality that came naturally to some people, that great leaders are born, not made. If you were not fortunate enough to be born with leadership ability, you were destined to be one of the myriad anonymous followers. Although many people outside of psychology still believe that leaders are born and not made, a great deal of research has shown the opposite. Today, it is widely accepted throughout I/O psychology that leadership is a set of skills that can be learned like any other. Because leadership is a learnable skill, you should also realize that one can be a leader in many different situations, at work, in the family, in social circles, at school, and so on. Being a leader in one situation does not automatically mean that you will be one in other situations.

Many different styles of leadership exist. Perhaps the most important distinction is between autocratic and democratic leadership. You should think of these labels as the extreme ends of a dimension, with individual leaders lying somewhere along the dimension. Autocratic leadership, sometimes called directive or authoritarian leadership, is leading through ordering; the leader does all of the decision-making. In democratic leadership, sometimes called participatory leadership, the leader shares some of the power and allows subordinates to participate in decision making. Although you may have an intuition about which style would make the best leader, the truth is it depends on the situation and the people being led (Fiedler & House, 1994). For example, autocratic leadership may be necessary when decisions need to be made quickly or when the subordinates have insufficient knowledge or cannot reach decisions collaboratively. In situations in which subordinates work well together and are knowledgeable, democratic leadership will usually fare better.

One generally effective leadership style that psychologists have researched is transformational leadership. Under a transformational leader, followers set aside their personal goals and adopt the goals of the organization as their
own. In other words, they are transformed into the ultimate team players (Bass, 1990). Transformational leaders treat their followers as individuals, and they provide intellectually challenging situations and encourage creativity. They are likable and have low levels of aggressiveness and criticism (Bass, 1985; Ross & Offerman, 1997). As you might guess, transformational leadership is linked to very good performance (Barling et al., 1996; Eagly et al., 2003).

Most people are aware of (and many believe) the stereotype that men are better leaders than women. After all, just look at the corner offices of virtually all of the big companies and the political leadership throughout the world. There is only one problem with the stereotype, however. It is wrong. In general, men and women are quite similar in their leadership behaviors; often, the stereotypic differences are observed in laboratory research only and not in research that is done in the workplace. Women do tend to use a democratic style of leadership more than men, who tend toward autocratic leadership (Eagly & Johnson, 1990). Neither style is clearly better than the other in all situations, however. The one area in which there is a consistent, albeit small, advantage for one gender is in the use of transformational leadership, perhaps the most effective leadership style, and here the advantage goes to the women (Eagly et al., 2003).

---

### Bases of power

In addition to having a style of leading, leaders have different bases, or sources, of power. Four bases of power are especially important:

- **Reward power** is the ability to offer incentives, or rewards, if subordinates follow orders. Supervisors may have the ability to recommend or grant raises, give promotions, offer choice assignments, or give a worker the first option for vacation time, for example.
- **Coercive power** is the ability to threaten punishments if orders are not followed. Supervisors can fire or demote, verbally reprimand, or give poor performance evaluations, for example.
- **Expert power** is when the subordinates believe that the leader has greater knowledge about the important tasks involved in the job, as, for example, when students believe that a professor knows a great deal about his or her subject matter.
- **Referent power** is when the subordinates look to the leader as a role model; in other words, they identify with and like the leader.

Many leaders rely on reward and coercive power because they are such direct methods of exerting influence. They are reluctant to rely on expert and referent power because they fear that subordinates will not comply if they are not being compelled or otherwise encouraged by tangible incentives or threats. Research, however, has shown otherwise. For example, some research on the effectiveness of reward power has found no relationship between pay incentives and performance; some research has even found a negative relationship in some situations (Amabile et al., 1986; Asch, 1990; Pearce et al., 1985). Other researchers have found a positive relationship, however, perhaps because the monetary...
awards help workers to set goals for what they want to achieve (Abowd, 1990; Leonard, 1990; Locke & Latham, 1990). Research on the effectiveness of coercive power has been quite a bit more definitive. Although the threat of punishment can lead to high performance, it is also associated with high levels of job dissatisfaction, which can lead to absenteeism and turnover, among other ills (Hinkin & Schriesheim, 1989; O'Reilly & Weitz, 1980). On the other hand, leaders who use expert and referent power have highly motivated subordinates. Importantly, the subordinates also have high satisfaction and positive attitudes about the leader and the job (Podsakoff & Schriesheim, 1985; Rahim & Afza, 1993). In essence, leaders who wield expert and referent power, like transformational leaders, are able to get their subordinates to want to comply. We have little doubt that there is a time and a place for reward power and coercive power, but relying on them exclusively may leave little room for applying two of the most effective leadership tools.

**reward power**: power that comes from the ability to offer incentives, or rewards, if subordinates follow orders

**coercive power**: power that comes from the ability to threaten punishments if orders are not followed

**expert power**: power that comes from subordinates' belief that the leader has greater knowledge about the important tasks involved in the job

**referent power**: power that comes from subordinates looking to the leader as a role model

---

**Debrief**

- Can you apply the two leadership principles discussed here—bases of power and leadership styles—to teachers you have had? Can you associate certain principles with your favorite teachers?

---

**23.4. Dealing with Diversity in the Workplace**

**Activate**

- Would you estimate that your college is more or less diverse than average?
- Have you had many opportunities to work with people who differ from you in terms of ethnicity or gender (at school or work)?
- What are the advantages of working in these diverse groups?
- What are the disadvantages of working in these diverse groups?
There are two ways to think about diversity related to the workplace. One way is that organizations have to avoid discrimination against minority groups of employees. Although laws exist to protect disadvantaged groups, discrimination is pervasive, and it extends to non-protected groups as well. A more beneficial way to think about the issue is to turn diversity into a strength that can be leveraged. Many people dismiss sensitivity to diversity as “political correctness.” What these people do not realize is that:

- As current trends continue in the US and across the world, it will become essential for all of us to learn how to interact with diverse groups of people.
- Successfully coping with diversity helps companies to make more money.

Increasing diversity is a fact of life. In 1950, men were 70% of the workforce in the US; in 2019, they were only 53%. As recently as 1980, White, non-Hispanic workers made up 82% of the workforce; by 2000 it had dropped down to 73%, before creeping back up to 78% in 2019. The ethnic composition of the workplace is expected to continue to change substantially over the next 30 years (Toossi, 2002):

<table>
<thead>
<tr>
<th>Racial Group</th>
<th>% of Workforce in 2000</th>
<th>% of Workforce in 2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>White non-Hispanic</td>
<td>73%</td>
<td>53%</td>
</tr>
<tr>
<td>Black</td>
<td>12%</td>
<td>14%</td>
</tr>
<tr>
<td>Latinx</td>
<td>11%</td>
<td>24%</td>
</tr>
<tr>
<td>Asian and other</td>
<td>5%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Although we typically think of diversity in terms of gender and race, there are many types of diversity. For example, disability, age, and sexual orientation are protected from discrimination by law. Some of these less publicized kinds of diversity will be increasing as well. For example, by the year 2050, workers aged 55 and up will increase to 20% of the workforce. In addition, there is diversity in personality traits, problem-solving preferences, communication styles, abilities, and skills.

In short, no type of diversity seems to be decreasing, and much of it is increasing. To be successful, individuals must learn to work with people who differ from them in important ways, and organizations must learn how to cope with an increasingly diverse employee base.

Poor Management of Diversity Hurts Workers and Organizations

Given the prevalence of stereotypes, prejudice, and discrimination in society as a whole, it is not surprising to find significant problems in the workplace as well. Members of ethnic minority groups report higher levels of job stress and negative experiences than majority-group members do and lower job satisfaction, involvement, and psychological well-being (Forman, 2003; Mor Barak et al., 2003). Although women overall may not suffer as much as ethnic minorities (research is inconsistent), a lack of respect for gender diversity can lead to an environment ripe for sexual harassment. Even when the target of harassment does not realize that she is being harassed, the result may be reduced job satisfaction and psychological well-being and increased job stress (Fitzgerald et al., 1997). In fact, both men and women report reduced well-being when they work in a climate that is hostile to women (Miner-Rubino & Cortina, 2004).

The negative effects of discrimination, combined with the increasing diversity of the workforce, suggest that it makes good business sense to be sensitive to diverse workers. First, overt job discrimination and sexual harassment are illegal and can lead to multimillion-dollar penalties against a company (when plaintiffs are allowed to join together and form a class-action lawsuit). For example, the Coca Cola Company paid a remarkable $192 million in 2000 to settle a racial
discrimination lawsuit. Companies including Ford, BMW, Walmart, Target, and Google have paid millions in individual lawsuits over the years.

Less dramatically, but perhaps more importantly, researchers have shown that genuinely valuing diversity does not simply help a company to avoid penalties but also helps it to achieve its goals. In other words, diversity is not an inconvenience to which we must adapt but a strength that we can harness. There are distinct advantages to diversity in work groups (in school and career) if it is managed appropriately. In 1995, the Glass Ceiling Commission, a large-scale research project commissioned by the US government to assess the state of ethnic minority and gender issues in the workplace, found that companies with strong records of promoting women and ethnic minorities had double the return on investment of those with poor records.

When Does Diversity Hurt and When Does It Help?

The benefits of diversity are not automatic. You cannot simply throw diverse groups together, make sure there is no overt discrimination, and hope for the best. Many people have horror stories about a work or school group composed of very dissimilar members that disintegrated or exploded. Diversity, like any powerful force, must be managed. Think of a physical analog, rushing water. When unmanaged, a large amount of rushing water is called a flood, and it is a catastrophic event. When harnessed, however, rushing water can be used to generate electricity.

Stereotypes and discrimination, harassment, unhealthy working conditions, and poor group performance are the “flood” of unmanaged diversity. Traditional stereotypes and biases flourish when diversity is not valued and managed. For example, consider age. As you saw in Module 16, people’s common beliefs about cognitive decline as we age are greatly exaggerated. Many people hold the stereotyped belief that older workers’ performance suffers as the years pass. Performance evaluations that allow supervisors to make subjective judgments about workers are particularly prone to age-related bias (Miller et al., 1990). In fact, however, research that examined workers in over 100 different occupations showed that older workers’ performance declined only for certain clerical jobs, such as keyboarding or taking dictation. And because increasing age is often associated with increasing experience, older workers tend to make better decisions and work more efficiently than younger workers in many cases (Avolio et al., 1990).

Similarly, inaccurate stereotypes about women, racial and ethnic minorities, and lesbians and gay men abound in situations in which diversity is not valued. For example, people commonly believe that women make poorer leaders than men. The truth is, however, that men and women are more alike than different in their leadership abilities and that when there are advantages for one gender, they often depend on the type of situation, as you saw earlier in this module (Eagly and Johnson, 1990; Eagly et al., 2003).

Some kinds of diversity have been associated with poor group performance and functioning. For example, age diversity has been linked with higher turnover and absenteeism and lower innovation (Cummings et al., 1993; Wiersema & Bird, 1993; Zajac et al., 1991). In general, diversity tends to be associated with turnover and absenteeism (Jackson et al., 1991). Ethnic diversity has been related to lower group commitment and lower group performance in some cases (Kochan, et al., 2003; Riordan & Shore, 1997).

When organizations know how to use it, however, diversity leads to better group performance. For example, if the organization can enhance group members’ beliefs that they depend on each other to complete the task, diverse groups perform very well, especially if the groups stay together for a long time (Sargent & Sue–Chan, 2001; Schippers et al., 2003). Also, increasing group cohesion and highlighting similarities that group members share leads to positive outcomes (Jenn et al., 1997; Sargent & Sue–Chan, 2001). Other strategies for harnessing group diversity include creating and encouraging a group identity, addressing stereotypes, and learning how to manage conflict constructively (Johnson & Johnson, 2003). Although there is still much that researchers do not know about how to gain the maximum benefit from diversity, recent results such as these have shown that we are on the right track (Williams & O'Reilly, 1998).
• Can you recognize the strengths and challenges of diversity in your experiences working in diverse groups (at work or school)?

Remember and Understand

By reading and studying Module 24, you should be able to remember and describe:

- Basic and applied research
- Social and personality psychology research in response to real-world events
- How does terrorism work? Availability heuristic; fear, anxiety, and health problems
- Coping with terrorism, counterconditioning
- Who are terrorists? The failure of profiling
- Society, cultural, and group conditions leading to terrorism: isolation, selective moral disengagement, scapegoating, poverty and relative deprivation
- Situations and dispositions in good and evil: authoritarian personality
- The roles of questionable research practices and surprisingness in the replication crisis in psychology

There is a distinction between basic and applied research, as Module 4 explained. Basic research is conducted with the goal of advancing knowledge in a discipline. Applied research is conducted with the goal of solving some real-world problem. Scientists often think of themselves as either basic or applied researchers, not both.

A large majority of scientific research is basic research. We are much more likely to hear about applied than basic research in the media, however. Reports on applied research, whether about the conclusions of a group of climate scientists on the causes of global warming or about the clinical tests for a new treatment for depression, have an obvious appeal to the public. Casual observers may not realize that they are seeing a small portion of the total amount of actual research.

Psychology in general is no different. Most research in psychology is not conducted with any particular real-world application in mind. Personality and social psychology, on the other hand, are a little different. Although it is often still conceived as basic research, research in social and personality psychology has often been driven by a desire to understand and solve real-world problems.

Module 9 explained how World War II influenced the development of cognitive psychology. If anything, the impact of World War II was even greater on personality and social psychology. Some observers have noted that social psychology in particular did not really exist as a separate subfield until after WWII, and that Adolph Hitler was the most influential person for its development (Cartwright, 1979). Personality and social psychology have continued to keep an eye focused on the outside world ever since. From the Nazi atrocities during WWII, to the apparent failure of 38 witnesses to help Kitty Genovese in the 1960s (but see Module 21), to the Al Qaeda terrorist attacks on the US in 2001, to the 2020 global COVID-19 pandemic, large bodies of research have been undertaken in response to real-world events.

For example, a search for coronavirus in PsycINFO, the comprehensive listing of research published in psychology, returns a total of 295 articles (on June 24, 2020). The first appeared in 1992 (you may recall that the common cold is a coronavirus, and some of the disease scares over the past 20 years, for example, the 2002 – 2004 SARS outbreak, were based on coronaviruses. Then COVID-19 came on the scene. The first paper to appear in PsycINFO related to COVID-19 was an editorial that appeared in the Journal of Crisis Intervention and Suicide Prevention in April 2020, just four months after the first person contracted COVID-19. Then, in the next two months another 217 articles appeared, many of them full-fledged research studies. In other words, in a span of two months, nearly 75% of all of the articles on coronavirus appeared, as hundreds of researchers planned and conducted their studies, then wrote them up and got them published.
in peer-reviewed journals. The topics ranged from combatting misinformation and racism related to the disease, to the psychological impact of the worldwide quarantine on the general population, to psychological distress, such as post-traumatic stress disorder in health care workers. In two months!

Although this is an extraordinary mobilization and response to a global crisis, we are too close to the beginning to draw any conclusions from the COVID-19 research during summer 2020 (and realistically, we will not be able to draw solid conclusions for at least a few years). So, we are going to turn back the clock a bit, so we can see what a whole cycle looks like. In other words, let us choose a set of real-world events that are recent enough to still be relevant and remembered, but far enough in the past that we can draw some solid conclusions from the massive mobilization of psychological researchers.

Specifically, between 1991 and 2000, there were an average of 17 articles per year listed under the subject heading Terrorism in PsycInfo. In particular, in 2000, the year prior to the September 11 terrorist attacks, there were 25 articles. In 2002, there were 475. The number increased over the next few years, peaking at 638 in 2006 before hovering in the mid-300s for about a decade. In 2019, the number was down to 210

This module begins with a brief look at what psychologists learned about this still-present social problem.

The Psychology of Terrorism

The effort to understand terrorism was, and still is, a true interdisciplinary endeavor. Researchers from history, political science, sociology, and anthropology, as well as social, personality, clinical, and cognitive psychology, have all contributed to our current understanding. Three main goals have guided a great deal of research on terrorism:

• Understanding how terrorism works on a population
• Discovering how can people cope with the effects and threat of terrorism
• Understanding why people commit acts of terrorism

How Does Terrorism Work?

Approximately 3,000 people died during the September 11, 2001 attacks on the World Trade Center and the Pentagon. These victims were not the intended targets of the attacks, however. The real target of a terrorist attack is the larger population; the murdered victims are simply tools used by the attackers to achieve their real goal (Hallett, 2004). Of course, that goal is terror. The terrorists intend to cause an entire population to fear that they, too, may become victims of an attack. Terrorism's main effect is in many ways nothing more than the availability heuristic, the misperception of the likelihood of an event because it can be easily brought to mind.

Media reports of terrorist attacks unwittingly contribute to this fear. A survey conducted in Alabama in March 2002 found that many residents feared they would be victims of an attack; nearly 50% of people who watched four or more hours of television per day expressed this view (but only about 20% of infrequent television viewers). Further, 60% of men and 75% of women expressed the belief that there was nothing they could do to avoid being a victim of terrorism (Powell et al., 2004). Seeing victims as similar to yourself compounds viewers' distress, which is also made worse by watching more media accounts (Wayment, 2004).

The unrealistic fear that terrorism causes can lead indirectly to more deaths. For example, Gerd Gigerenzer (2004) estimated that 350 Americans who would not normally have died between September 11 and the end of 2001 did die because they were afraid to fly and drove instead. Driving is far more dangerous than flying.

The fear and anxiety that the population suffers also lead to more health problems. After the September 11 attacks, many people suffered from nightmares, insomnia, grief and depression, and avoidance, symptoms that appear
commonly in post-traumatic stress disorder (LeDoux & Gorman, 2001). Particularly after chemical or biological attacks, such as the 1995 sarin gas attack on the Tokyo subway system, many people complain of unexplained physical symptoms long after any possible effects of the chemical agent itself (Kawana et al., 2001). After any terrorist attack, increases in substance abuse and acute stress responses are also common (Danieli et al., 2004). Anxiety disorders are likely as well.

How Do People Cope with Terrorism?

Much of what we know about successful coping techniques is based on studies of people who have been forced to deal with terrorism for many years. According to the Israel Defense Forces, there were over 22,000 terrorist attacks against Israelis between September 2000, and July 2004. One survey of residents of Israel found that coping techniques such as using alcohol, tranquilizers, and cigarettes were associated with higher levels of stress and depression. Avoiding television and radio and maintaining faith in God were associated with lower levels of these symptoms. Many respondents also reported that the search for information about loved ones, humor, distraction through activity, and search for social support were also effective coping techniques (Bleich et al., 2003). Although these results are based on correlations, they do suggest some important coping techniques that an individual can try in coping with the stresses of terrorism.

Psychological counseling can also help. In the immediate aftermath of September 11, Joseph LeDoux and Jack Gorman (2001) pointed out the parallels between people's fear reactions and classical conditioning. Many stimuli, such as a picture of the World Trade Center or even the sight of an airplane, can become a conditioned stimulus that will lead to a conditioned response of fear. One key method of coping is to break the link between the conditioned stimulus and conditioned response. In therapy, this technique is called counterconditioning (you can learn more about it in Module 29); it essentially involves replacing a fear-conditioned response with an incompatible response such as relaxation. Outside of a therapy setting, some people can achieve the same results through some kind of distraction strategy—in essence, getting on with life (LeDoux & Gorman, 2001).

Who are the Terrorists?

Researchers have struggled for many years to construct a profile of terrorists. By now, many have concluded that no such profile exists, and few are continuing to look. In essence, personalities among the terrorist population differ as much as they do in the general population (Hudson, 1999). Besides, the happy truth that there really are very few terrorists in the world makes it extremely difficult to identify them. Any profile you might come up with to describe terrorists would also fit many non-terrorists. Even if you had a profile that matched terrorists perfectly, the huge majority of people who fit that profile would not be terrorists. Let us explain. Suppose that 1 out of every 100,000 innocent people matches your terrorist profile. There are more than 7 billion non-terrorists in the world, so your profile would identify 70,000 innocent people as terrorists. This is not an implausible scenario. One frequently cited profile of a terrorist described an unmarried, healthy, strong man between 22 and 25 years old, from a middle-class background, with at least some college education (Russell & Miller, 1977). It is not much of a stretch for us to estimate that this profile matches many readers of this book, and we will bet that none of you are terrorists.

To be fair, we must admit that we left out some of the characteristics from the profile, including some psychological ones. The inclusion of these characteristics does not improve the usefulness of the profile, however. Some of the extra characteristics, such as being devoted to a religious or political cause, also apply to countless non-terrorists. Others, such as ruthlessness and a belief that one's terrorist actions are not criminal, would be a little difficult to use for identifying potential terrorists. They are not the kind of facts about oneself that a smart terrorist would want to
publicize. More generally, that is another point about terrorists. They are often recruited and trained to blend in and be inconspicuous (Hudson, 1999).

Efforts to identify society, cultural, or group conditions that may lead to terrorism may ultimately be more fruitful. For example, physical or psychological isolation of a group may be necessary for terrorism to flourish. Isolation encourages the group to develop strong conformity pressures, and it can lead members to adopt a strict “good” versus “evil” worldview. It also makes it easy for group members to believe that the world is in desperate need of radical change and that there are no legitimate means to achieve their goals. These last two beliefs can lead to a strong “the ends justify any means” approach (Moghaddam, 2004). Albert Bandura (1990; 2004) has used the term selective moral disengagement to describe terrorists’ (and their supporters’) ability to justify their horrible actions by appealing to noble ends. Other psychologists have noted that the ingroup versus outgroup social categorization that leads to stereotyping, in general, is an important precursor that can spiral into hatred and in extreme cases violence. Scapegoating, or blaming an outgroup for current economic, religious, or cultural problems, can lead to strong negative feelings and possible violent actions (Staub, 2004).

Many observers over the years have blamed poverty as a key social condition that breeds terrorism. It is more correct to say that inequality breeds terrorism. If everyone were poor, there would be nothing to gain from terrorism. But members of a society who can see that others have more and who believe that the unequal distribution is not justified may develop feelings of relative deprivation, which can spiral into hatred and violence (Pilisuk & Wond, 2002).

Although these psychological, cultural, and social conditions are important (and perhaps necessary) for terrorism to develop, they are by no means sufficient. Throughout the world, many individuals and groups that have all of these “strikes against them” do not engage in terrorist activities. Rather, these conditions increase the likelihood that a group would turn to terrorism (Moghaddam, 2004).

**scapegoating:** blaming an outgroup for current economic, religious, or cultural problems

**relative deprivation:** negative feelings that develop when members of a society believe that others have more and that this unequal distribution is not justified

---

The Psychology of Good and Evil

The contributions of social and personality psychology to the understanding of terrorism should perhaps be seen in the larger context of the psychology of good and evil (perhaps you remember this as related to one of the key philosophical debates we introduced in Module 4). Within social and personality psychology, these questions about good and evil have often come down to the relative roles of the situation and the person in determining our behavior. To what extent do good and evil reside inside of people as opposed to being elicited by situations? Social psychology has contended that each person has the capacity for good or evil and that, many times, the situation is what determines which way we will go. The traditional view from personality psychology is that stable dispositions within individuals, such as the Honesty-Humility trait of the HEXACO model, largely determine good and evil. You may recognize this debate as an example of the basic problem of attribution in our everyday lives. An actor has committed some behavior. As an observer, you might explain the behavior in terms of stable dispositions or situational factors. The correspondence bias would lead you to conclude that the actor is evil.

Early efforts to explain one of the most evil acts of the 20th century, the Nazi Holocaust, attempted to identify dispositional characteristics of the German population that led them to support the Nazi atrocities. Psychologists proposed that the social structure in Germany led many of its citizens to develop an authoritarian personality—they
were overly conventional, needed to submit to authority, were committed to harsh punishment, and were generally hostile (Adorno et al., 1950). The Milgram obedience line of research (discussed in section 21.5), motivated largely by Stanley Milgram's desire to understand the Holocaust, effectively put an end to the authoritarian personality explanation and helped usher in the "power of the situation" era of classic social psychology, in which the situation was considered to be almost entirely responsible. This conclusion was shocking (no pun intended), but it has been accepted for many decades. In retrospect, however, perhaps the lesson was that we should only have muted our tendency to blame individual dispositions for evil behavior.

There were undeniable individual differences in Milgram's research. In other words, some people were more apt to be obedient than others. It is certainly reasonable to ask whether some stable differences among the participants can explain these individual differences. In fact, one researcher found a significant relationship between participants' scores on a measure of the authoritarian personality and their obedience levels (Elms, 1972). Even Milgram himself found that some stable differences, such as religious affiliation and education level, were related to obedience. Milgram noted, however, that these dispositional factors played only a small role (Milgram, 1974). Still, this is an important observation. In the most famous research demonstration of the power of the situation, there was evidence in favor of a contribution from the person. You may also recall that another individual difference was the degree to which a participant believed Milgram's deception. Those who believed that they were actually giving shocks were far less likely to comply. Thus, the situation might not have been all-powerful.

Further, the reinterpretations of Milgram's research have cast additional doubt on the idea that situations overpower all. It is helpful to tell you about a similar famous experiment now, too. Philip Zimbardo is the architect of perhaps the second most famous experiment in social psychology, the Stanford Prison Experiment (Haney, Banks, & Zimbardo, 1973). Zimbardo and his colleagues apparently managed to turn ordinary college students into sadistic guards and meek, submissive prisoners simply by placing them in a simulated prison situation. This study was taken as a powerful demonstration of the ability of a situation to elicit dramatic changes in people's behavior. Recent analyses, however, have muted these conclusions. Although there are several criticisms that have been developed, the most serious one to our minds is that there appeared to be a great deal of participant demand behind both guards' and prisoners' behavior. For example, the students who were assigned as guards were not told that they were subjects in the experiment; they were led to believe that they were co-experimenters. Both guards and prisoners alike reported after the study that it was always top of mind to them that they were taking part in an experiment and that they had specific roles to play as part of that experiment. Zimbardo and his colleagues made the purposes of the experiment quite obvious, and transcript records indicate that the guards were given quite specific guidance as to the behaviors that were expected of them (Le Texier, 2019).

Despite the revised conclusions of research like Milgram's and Zimbardo's, there is little doubt that situations can exert powerful influences over our behavior. Think about the extreme cases. On the one hand, there are probably not any dispositions that will overpower every possible situation. For example, even the most evil person could certainly be prevented from committing an evil act in some situations (like solitary confinement). On the other hand, there are probably situations that will overpower nearly every disposition. For example, it is not difficult to imagine an extremely coercive situation that practically no one could refuse: very persuasive ideological arguments to encourage engaged followership, very strong authority figures, severe punishments for defiance, no models of defiance, and so on. So it seems that good people can indeed sometimes be influenced to do bad things.

**authoritarian personality**: a personality marked by high conventionality, a need to submit to authority, a commitment to harsh punishment, and general hostility
Is There a Problem with Social Psychology?

Let us return to the observation that Milgram's and Zimbardo's conclusions were shocking. Indeed, the very great influence of social psychology rests largely on the fact that its conclusions cannot generally be predicted by the “person on the street,” which brings us to the remaining part of this Module's title, the hidden solutions. We pointed out in Module 21 that one reason we need social and personality psychology is that we make these kinds of judgments incorrectly on our own. For example, we have a strong tendency to explain people's behavior using dispositional, that is, personality, attributions to the exclusion of situational factors. That tendency does not just make social and personality psychology necessary; it also makes it surprising.

Indeed, social psychology especially has thrived on revealing hidden factors in human behavior. And we cannot emphasize enough; that has been extraordinarily valuable. Unfortunately, however, there may be a downside to the extra focus on the unexpected and hidden.

Let us explain by reminding you of a fact you first learned in Module 4. When researchers first drew widespread attention to the replication crisis in 2015, they did so by revealing that only 36% of the studies they did could be successfully replicated. The rate of successful replication varied by subfield, though. Specifically, the researchers were able to replicate 53% and 48% of the cognitive psychology studies (from the two different journals they used), but only 29% and 23% of the social psychology studies (social and cognitive were the only two subfields included in the effort). Neither set of numbers is impressive, but why is social psychology's so much lower?

Many critical observers of psychology have focused on the use of questionable research practices (QRP) as one of the driving forces behind research that cannot be replicated. Indeed John et al. (2012) conducted an anonymous survey (with special methods to encourage truth-telling) of over 2000 active psychology researchers and found that nearly 40% admitted to QRP's (averaged over 10 separate practices), with a frightening 94% admitting to at least one. There is little doubt that this is a major factor behind the replication crisis. The only problem is, there were only tiny differences in the admission rates for QRP’s between social and cognitive psychology researchers, clearly not enough to explain the doubled successful replication rate for cognitive psychology.

So what else might it be?

Perhaps it is the very shockingness of some of the results that offer a clue. It would seem that the fact that some research finding is surprising is at least indirectly and partially a reflection of the probability that it is true. Imagine that your friend invites you to predict what will happen when she lets go of a book she is holding. Then when she does let go, the book shoots up instead of dropping down. The fact that this is surprising is likely to make you doubt that what you witnessed is genuine (in this case, you might suspect some kind of illusion or trick). The surprise and doubt are because you are probably right; it is not genuine.

The important lesson to draw from this is that the more surprising a research finding is, the more you should be surprised by it. Oh, too trivial? How about this: the more unbelievable a research finding seems, the less you should believe it. We are obviously trying to be funny, but this really is a serious point. All research needs to be replicated, but research that surprises you is less likely to be true, so it has a special obligation to demonstrate both reproducibility and scientific rigor.

Can Psychological Knowledge Contribute to a Better World?

The short answer is yes, we believe so very strongly. Despite the missteps of non-replicable and scientifically questionable research, there are many examples of where it has already made that contribution. For example, we are not aware of any significant criticisms that would call into question the major conclusions we shared about the psychology of terrorism earlier. And throughout the rest of this book, we have shared research that can without a doubt be used to improve individual's lives and society. After all, what is society, if not an organized system of individuals?
Further, even some of the reinterpretations of classical research offer important lessons. For example, consider the engaged followership explanation of Milgram's research (an explanation that, to a certain extent, could be applied to the Stanford Prison Experiment, too). In some ways, this new explanation is even more chilling than the original. It might not be authority, coercion and fear of punishment that leads some people to comply; it might be an identification with the leader, and a true belief in the system espoused by the leader. What if that system is evil? What if the leader is malevolent? Milgram and Zimbardo have shown that it is at least possible to get people to commit horrible acts without much difficulty at all.

We should always remember that we have a responsibility to be vigilant. And that includes all of us. We, as educators and authors have a special responsibility to keep abreast of current developments, new research, and reinterpretations of old research. We must engage our skeptical minds, and sometimes have to change our beliefs when the evidence in favor of an alternative view becomes sufficient. You should do the same. You should neither automatically believe every study you hear about, nor automatically reject any study that surprises you or contradicts your personal experience. Each important claim deserves a critical evaluation, using the skills you are learning in this class and many other classes, too.
PART VII

UNIT 6: ACHIEVING PHYSICAL AND MENTAL WELL-BEING

Very commonly, when students begin studying psychology, they view it as a helping profession. It is, of course, but as you have learned, it also includes many scientific sub-disciplines: biopsychology, cognitive psychology, developmental psychology, social psychology, and personality psychology. The facts and theories developed through research in these subfields can certainly help you, but they are not technically considered part of applied psychology. Rather, these subfields are basic divisions within the science of psychology that happen to have useful applications for people's lives.

The subfield that encompasses most of the psychological applications is Clinical Psychology (and Counseling Psychology), which is first and foremost about helping people. Unit 6, then, is about the aspect of psychology that many of you thought of originally as representing all of psychology. In this unit, however, you will see that the knowledge gained from the basic scientific subfields helps to make the helping side of psychology better, stronger, more effective.

There are six Modules in Unit 6:

- Module 25, A Positive Outlook, is principally about pleasant-feeling emotions and beliefs, such as happiness and optimism, and about the self-concept and self-esteem. Although the psychologists who are interested in these topics are often social psychologists and personality psychologists, we are sure you can see how these concepts are critical for achieving physical or mental well-being.
- Module 26 is about sleep and consciousness. As you may know, a great many people do not get enough sleep, and this has an enormous effect on their physical and mental health. Although sleep deprivation is not the entire contents of this module—it also includes descriptions of attention and consciousness, hypnosis, sleep in general, and dreaming—it is certainly the topic most germane to the overall goal of the unit.
- Module 27, A Healthy Lifestyle, covers stress, obesity, and eating disorders, and offers suggestions for adopting healthier behaviors.
- Modules 28 and 29 are the two that are most directly part of clinical psychology, as they cover psychological disorders and treatments. Module 28, Introduction to Mental Illness and Mood Disorders, begins with a discussion about psychological disorders in general and finishes with a description of the very important mood disorders (including Major Depression). Module 29, Other Psychological Disorders and Treatments, covers some of the other major categories of disorders. Both modules describe the causes and treatments for the different disorders.
- Module 30, Clinical Psychology: The House That Psychology Built, describes how all of the subfields of psychology fit together to help people live better lives and concludes with a discussion of a current controversy among psychologists known as the scientist-practitioner gap.

Module 25 A Positive Outlook
Module 26 Sleep and Consciousness
Module 27 A Healthy Lifestyle
Module 28 Mood Disorders and Treatment
Module 29 Other Psychological Disorders and Treatment
Module 30 Clinical Psychology: The House That Psychology Built
Throughout its history, the “helping” side of psychology has focused on relieving suffering. For example, researchers and therapists in clinical psychology have made great progress at identifying the causes and characteristics of and treatments for psychological disorders, such as depression, schizophrenia, and anxiety disorders (Modules 28, 29, 30). The removal of disordered patterns of behavior certainly relieves people's suffering. It allows them to function in society and in some cases, literally, to live. It does not necessarily lead them to happiness and fulfillment, however; the absence of bad does not equal good. For example, you can be non-depressed and not particularly happy at the same time. So psychology can improve people's lives not just by alleviating negative emotions and disorders but by helping them to increase their positive emotions, such as happiness and fulfillment. These are the goals of humanistic and positive psychology, psychological perspectives on topics within personality, social, and clinical psychology that emphasize positive emotions and behaviors.

Humanistic psychology originally arose in the 1950's as a reaction against both behaviorism and Sigmund Freud's psychoanalytic approach (Mischel & Morf, 2003). Humanistic psychologists believe that human beings have a natural orientation to develop and reach their full potential, that they are basically good (Rogers, 1951). Humanistic psychologists essentially asserted the opposite of what Freud had believed. They contended that people do not need to be restrained because of their negative and unacceptable impulses but that they are already too restrained. Behaviorists believed that people are inherently neither good nor bad but that good and bad behaviors arise as the natural consequences of reward and punishment. Humanistic psychologists, on the other hand, emphasize the role of people's free will in determining their own behavior.

The two most important humanistic psychologists were Abraham Maslow and Carl Rogers. Maslow proposed that people are motivated by a hierarchy of needs (Module 20). According to Maslow, human beings' ultimate goal is to become self-actualized, to reach their full potential. A self-actualized person is one who actually is what he or she has the potential to be. As Maslow put it, “What a man can be, he must be” (Maslow, 1943, p. 383). Carl Rogers similarly emphasized that human beings have a deep-seated need to develop or grow (Rogers, 1980). Both Maslow and Rogers recognized that aspects of our environments often interfere with our natural need to grow.

As humanistic psychology developed and gained followers, it began to stress that a human being must be considered as a whole person, rather than as a collection of individual mental processes, and that we are conscious and have free will. We are driven to achieve goals and to seek meaning, value, and creativity in our lives (Bugental, 1964). It was the idea that human beings are whole persons that brought humanistic psychology into its most serious conflict with mainstream scientific psychology. Psychologists throughout the academic world have built their careers on a “divide and conquer” strategy (Module 18) examining individual mental processes, an approach that humanistic psychologists rejected. As researchers made great strides in identifying those processes throughout the 1960's, 70's, 80's, and 90's, and humanistic psychology became alienated from research, humanistic psychology's influence among mainstream scientific psychologists waned.

Positive psychology—the subject of the bulk of this module—is a newer approach that has adopted many of the core beliefs of humanistic psychology, including the idea that human beings need and want to grow and achieve their own goals, combined with a respect for and reliance on research. Although humanistic psychology still exists, it has declined in influence in recent years and positive psychology has grown more popular among psychologists. The primary focus of positive psychology is research related to positive emotions and feelings, such as happiness, contentment, optimism, and life satisfaction.
humanistic psychology: a psychological approach based on the belief that human beings have a natural orientation to develop and reach their full potential
positive psychology: a research-based psychological approach that explores how we can enhance positive emotions, such as happiness and optimism

The first two sections in this module deal with positive emotions and feelings. Section 25.1 describes the sometimes-surprising findings about what does and does not lead to happiness. Section 25.2 discusses the idea of gender identity. In the final section of the module, I turn to a discussion of self-concept, and especially self-esteem, a key element of one's outlook on life and an important area of focus within positive psychology.

25.1 Causes and consequences of happiness and optimism
   25.2 Prosocial behavior
   25.3 Self-concept and self-esteem

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 25, you should be able to remember and describe:

- Goals, characteristics, and methods of humanistic and positive psychology (25 intro)
- How we can predict our own happiness (25.1)
- Relationships between life situations and happiness: hedonic adaptation (25.1)
- What predicts happiness (25.1)
- Benefits of pleasant emotions, for self and others (25.2)
- “Bad” pleasant emotions: schadenfreude, contempt, hubris (25.2)
- Dangers of happiness and optimism (25.2)
- Contents of self-concept (25.3)
- Benefits and dangers of high self-esteem (25.3)
- Self-enhancement and self-serving biases: defensive pessimism, self-handicapping (25.3)

Apply

By reading and thinking about how the concepts in Module 25 apply to real life, you should be able to:

- Generate examples of hedonic adaptation (25.1)
- Describe good and bad consequences of your own pleasant emotions (25.1)
Analyze, Evaluate, and Create

By reading and thinking about Module 25, participating in classroom activities, and completing out-of-class assignments, you should be able to:

• Explain how your behaviors, such as choice of major, are consistent or inconsistent with your beliefs about the role of money in happiness (25.1)
• Describe the importance of possible selves for your own self-concept and motivation. (25.3)
• Identify self-enhancement or self-serving biases in yourself (25.3)

25.1 Causes and Consequences of Happiness and Optimism

We hold these truths to be self-evident, that all men are created equal, that they are endowed by their Creator with certain unalienable Rights, that among these are Life, Liberty, and the pursuit of Happiness.

- The Declaration of Independence

I believe that the very purpose of our life is to seek happiness. That is clear. Whether one believes in religion or not, whether one believes in this religion or that religion, we all are seeking something better in life. So, I think the very motion of our life is toward happiness.

-His Holiness the Dalai Lama

Suppose that you are healthy, financially secure, and living in relative comfort and safety. But somehow, something does not quite feel right. It is not that there is anything wrong, really, it just feels like something is missing. You would probably start thinking about how to have a more positive outlook on life, how to be happier, how to feel more comfortable with who you are and what you are doing with your life. You might try to find a solution by meditating or praying or talking to people you trust. Maybe you would read a self-improvement book. You might not be thinking about consulting a psychotherapist, a helping psychologist. Again, it is not that there is anything wrong, so it might not seem that psychology has anything to offer you. You are thinking about only one side of the helping part of psychology, however. If you turn to the findings of positive psychology, you just might find the answers you are seeking.

Positive psychology marries a desire to promote positive emotions, including happiness, satisfaction, and optimism,
with a scientific approach to acquiring psychological knowledge. What positive psychologists have discovered about happiness, optimism, and self-esteem might surprise you. More importantly, it just might help you.

**Predicting Our Own Happiness**

More than anything, positive psychologists are interested in what makes people happy. Maybe you’re saying to yourself, “Why would I need a psychologist to tell me how to be happy? I know what makes me happy!” But perhaps the most significant observation about happiness is that we often make serious errors when predicting what will make us happy. More generally, we refer to this process as **affective forecasting**, predicting our future emotions, usually in response to some present or possible future event (Kurtz, 2018). And, similar to what we saw about human reasoning, this process is prone to errors. This is bad enough if we just consider getting the prediction wrong. When we plan future events on the basis of these incorrect predictions, the problem gets much worse.

Of course, much of the time, we do not make these errors. For example, you might choose to go running because you predict it will put you in a good mood. Many people eat chocolate, or some other favorite food, for the same reason. An individual might predict that if she has an argument with her husband, she will be in a bad mood for the rest of the evening. Very commonly, predictions such as these are exactly right (Lowenstein & Schkade, 1999). Problems often occur when we think more long-term and large scale, however. We have a tendency to be pretty bad at predicting how changes in our major life situations will or will not impact our long-term well-being. The two essential errors we make are called **impact bias** and **durability bias**. So we are not saying you are going to be completely wrong in most cases. We are saying that people have a tendency to overestimate the intensity of our future emotions (impact bias) and how long the effects will last (durability bias).

Consider careers. Suppose you are fired from a position that you liked a great deal and had hoped to keep for many years. How would that influence your happiness over the next few years? If you are at all like a group of college professors who had a similar experience, the answer is, “not as much as you might think.” Let us explain a bit. When professors begin their careers, they are essentially “on probation” for a number of years and are known as assistant professors. At the end of the probationary period, perhaps 3 to 6 years, if the assistant professor is granted tenure, he or she gets to keep the position and is promoted to associate professor (and later, to full professor). If tenure is not granted, the assistant professor is essentially fired. Daniel Gilbert and his colleagues (1998) asked 97 assistant professors to predict how much the eventual decision about their tenure would affect their long-term life satisfaction. They predicted that they would be significantly happier if they received tenure and that the feeling would last for five years. The research team compared these predictions to the actual life satisfaction of 123 former assistant professors, some of whom had received tenure and some of whom had not. Contrary to what the current assistant professors predicted, the tenure decision had had virtually no impact on overall life satisfaction, even in the first few years after the decision, an example of both impact and durability biases.

Gilbert’s research team repeated this kind of comparison for being selected or rejected for a job, breaking up with a romantic partner, seeing a preferred candidate win an election, discovering from a personality test that one has an undesirable personality, and reading about the death of a child in a newspaper article. For all of the situations, the respondents overestimated the long-term impact of these events on overall life satisfaction or happiness.

Because people do not realize that many life changes and situations have a relatively small role in happiness, they make important decisions and plan their lives based on faulty predictions. For example, many people select locations to live based on climate; in essence, they believe that a particular climate will make them happy. Indeed, students attending colleges in California are more satisfied with the climate than those attending colleges in the Midwest; but the two groups of students do not differ at all in overall happiness (Schkade & Kahneman, 1998). Other research has shown that people mispredict the impact on future emotions of personal and environmental changes, such as weight gain or increases in air pollution, major job changes, and major health changes (Loewenstein & Frederick, 1997; Wiggins et al., 1992). For example, one study found that people incorrectly predicted their emotional response to positive or negative
HIV tests; people who received positive results were less distressed and those who received negative results were less happy than they had predicted (Sieff et al., 1999).

affective forecasting: predicting our future emotions, usually in response to some present or possible future event

durability bias: the tendency to overestimate how long our future emotions will last

impact bias: the tendency to overestimate the intensity of our future emotions

What Does Not Predict Happiness Very Well?

It turns out that many major differences in people’s life situations—or at least the ones that have been researched—have only small relationships with happiness. Consider, for example, what may be the most common belief, that money makes people happy.

Money and Happiness

Even if people do not come right out and state that money buys happiness, many live and make important decisions as if they believe it to be true (Seligman, 2003). The belief is strong, and it has been getting stronger. For example, the Higher Education Research Institute at UCLA has been surveying college freshmen throughout the US every year since 1967. The desire to be “very well off financially” has been the number one rated value for several years in a row, with 84% of students rating it is essential or very important in 2019 (Stolzenberg et al., 2020).

So nearly 85% of college freshmen believe that it is very important or essential to be very well off financially. Are they correct? Not really. There is almost certainly a positive relationship between money and happiness, but as we have been hinting, the relationship is weaker than many people believe. The research is quite consistent. Among the very poor, an increase in income is likely to lead to an increase in happiness. Once you reach a level at which your basic needs are met, however, more money has a smaller impact on your happiness (Diener & Diener, 1995; Diener & Seligman, 2004; Helliwell, 2003; Schyns, 2003). As Daniel Gilbert, one of the key researchers in this area has put it, there is more difference in happiness between earners of $15,000 and $40,000 per year than between earners of $100,000 and $1,000,000 per year.

Overall, income explains about 9% of the variability in happiness ratings. Although this is a low overall amount, it does reveal that there can be substantial differences between people at the top and bottom of the income scale (Luhmann & Intelesiano, 2018), so again, we are not saying there is no relationship. We are saying that it may not be not worth it to choose a $60,000 job you hate over a $50,000 job you love.

Interestingly, researchers have also discovered what they call the “dark side” of the American Dream, although by now, the research has been conducted in other areas of the world, too. Surveys of 18-year olds and adults in the US, college students in the US and South Korea, and business school students in Singapore found that individuals who said that acquiring wealth was an important goal in their lives had lower psychological well-being and energy, were less productive in school, work, and community, and had more anxiety and depression than those not so concerned
about acquiring wealth. Those who reported that their important goals were not wealth but rather personal growth, self-esteem, good relationships with family and friends, and a desire to improve the world fared better on most of the measures (Kasser & Ahuvia, 2002; Kasser & Ryan, 1993; 1996; Kim et al., 2003).

You might note that these studies measured only whether people have goals to acquire wealth, not whether they achieved those goals. Fair enough. The best way to determine the relationship between happiness and a goal of acquiring wealth is through longitudinal research (examining groups of individuals over time), which one study has managed to do. The study found that when college students who had the goal of acquiring wealth reached their late 30’s, those who earned high incomes did not score lower on measures of life satisfaction, as you might expect from the earlier “dark side” research. On the other hand, they did not score higher, as you would expect for people who had achieved their life's goals. Further, whether they had achieved their goal or not, the participants who had the goal of acquiring wealth had lower satisfaction with their family and friends, so there may still be lingering negative effects of focusing on money (Nickerson et al., 2003).

Taken together, these results suggest that materialism, placing importance on money, possessions, image, and status, is consistently associated with lower levels of happiness, a conclusion verified by a meta-analysis of 179 individual studies (Dittmar et al., 2014; Kasser, 2018). Further, longitudinal studies covering time periods ranging from one year to 12 years found that as peoples' materialism increased, their happiness decreased (Kasser, 2018).

But wait, you might say. My uncle makes $3 million dollars per year; he goes on many exotic vacations, drives a $90,000 Porche and a Tesla, and he has many friends and is very happy. We have two thoughts for you. First, you cannot be sure that someone is happy by seeing how he spends his money. It may just be that he is going on all of those vacations and buying all those things because he is unhappy and is searching for some experience or magical purchase that will make him happy. Second, and more importantly, you cannot argue from individual people that something is true in general; you cannot generalize from testimonials and case studies. (We have lost count of how many times we have made this point, but by now we are sure you get the idea that it is an important one.) For every happy rich person you find, we may be able to find several happy poor people, several unhappy rich people, and several unhappy poor people. Psychologists do research using large numbers of people so we do not have to rely solely on individual cases to draw conclusions.

On the other hand, we have little doubt that some people can use their money to purchase vacations and expensive products that make them happy. If they had not had the money, however, perhaps they would have found another way to be happy. Consider a finding from a survey of lottery winners. These newly rich people reported that they derived less pleasure than non-winners from everyday events, such as reading or eating (Brickman et al., 1978). And anyway, it may be that buying expensive products is not the most effective way to use the money. Individuals report that they derive more happiness from purchases that lead to experiences (say, concerts, travel) than material purchases (such as clothing, jewelry, electronics), regardless of the cost of the purchase (van Boven & Gilovich, 2003).

Other Potential Sources of Happiness

You might now be able to guess that it is not just money that makes a relatively small contribution to our long-term happiness. In reality, researchers have found many additional major life circumstances that have only a small impact on happiness. Factors such as age, gender, race, income, marital status, education level, physical attractiveness, and health have only small correlations with happiness or life satisfaction (Campbell et al., 1976; Diener et al., 1995; Okun & George, 1984).

You might be tempted to think that, although individually these factors may not have much of an effect on happiness, perhaps in combination they are the formula. For example, maybe being married with a high income, good health, and lots of education together lead to happiness. There is probably some truth to this, but not as much as you might think, and the information may not be particularly useful anyway. First, many of these factors themselves are correlated with one another. For example, income tends to go up with education, so the two factors would probably not contribute independently to happiness, even if they did cause it. (Of course, because these studies are not experiments, we cannot say with confidence that any factor is a cause at all.) Second, several of the factors (for example, age, ethnicity,
intelligence, and health to a degree) are not exactly under our control, so even if they were independent causes, we
could not use them to enhance our own happiness.

When a Really Good Thing Is Not Enough

It is true that changes in one's life situation, such as a sudden windfall of money, can lead to an immediate increase in
happiness. The problem is that the increase tends to be short-lived. Similarly, although negative events cause an initial
large increase in sadness and other negative emotions, the effects often wear off over time (see durability bias above).
How can that be? Why do these major life changes not have an impact on our long-term happiness? One major reason
is an extension of some ideas from research into Sensation and Perception. We judge the brightness and movement
of objects by comparing them to surrounding objects. We are relatively insensitive to the absolute levels of motion
or brightness, but extremely sensitive to contrast, or changes. So in order to sense some stimulus over time, it must
change. If it does not change, we adapt to it and stop sensing it, a phenomenon called sensory adaptation (Module 12). It
is a remarkably efficient strategy that saves our brains the trouble of paying attention to the vast majority of our world
that is exactly the same as it was one second ago.

We make judgments about our experiences using a similar process. We adapt, or get used to, situations that do
not change over the long-term. These unchanging aspects act essentially as a background and do not enter into our
judgments about our current happiness. The idea has been dubbed hedonic adaptation by researchers to distinguish it
from sensory adaptation (Frederick & Loewenstein, 1999). Basically, because of hedonic adaptation, we will often judge
our happiness by comparing our current situation to the background level determined by the recent past. If it is
markedly different, then we may notice that we are particularly happy or unhappy.

So, if you win the lottery tomorrow, you will jump up and down and laugh at how wrong your psychology textbook
was about money and happiness (perhaps in your new BMW on your way to the Lexus dealership). Wait a year, though,
until after you have had time to adapt to an opulent, luxurious lifestyle. You might find that you will be no happier than
you are today.

There are important violations of this general rule, however. In other words, there are some changes to our lives
and circumstances that can lead to long-lasting changes in our happiness. Generally speaking, people tend to adapt
within a few years to marriage, divorce, and becoming a parent. People also can adapt to having a spouse die, but it
can take longer. Research has found that unemployment and becoming disabled can lead to happiness changes that are
permanent in some people (Luhmann & Intelisiano, 2018). It is important to note that the events that seem to lead to
permanent changes are negative life events.

hedonic adaptation: a phenomenon in which we tend to adapt to our circumstances and judge our
happiness by comparing the current situation to the recent past
materialism: placing importance on money, possessions, image, and status

What Does Predict Happiness?

So far, we have told you about what does not make us happy (or at least what does not have much effect). Remember,
though, that the goal of positive psychology is to discover what does lead to positive emotions. It would be quite odd, then, if we were to leave out that part of the equation. Although it is obviously important to realize that some commonly believed “causes” of happiness will not likely have the expected effects, we certainly want to know what does have a major effect on happiness.

You have seen one suggestion in the “dark side” research. The goals that the happier people had were personal growth, self-esteem, good relationships with family and friends, and a desire to improve the world. Note that the goal to be happy was not included. As the philosopher John Stuart Mill astutely noted, “Ask yourself whether you are happy, and you cease to be so.”

Genetics plays a role in nearly all psychological phenomena, so it should come as no surprise to you that happiness is no exception. Researchers have estimated the heritability for happiness is about 30% – 40% (Roysamb & Nes, 2018). In other words, 30 – 40% of the variability in people’s tendency to be happy is related to differences in their genetic makeup, and 60 – 70% is related to differences in their environment. So, although genes play a significant role in giving us a predisposition to be generally happy or unhappy, there is room for a substantial contribution beyond that. In other words, we have many opportunities to deviate from the level of happiness that is suggested by our particular genetic makeup.

**Cognitive Factors and Happiness**

Two factors with reasonably strong links with happiness are subjective health and satisfaction with religion (Argyle, 1999). Note that these factors are not simply being healthy or religious but rather believing that one is healthy and being satisfied with one’s religion. So happiness in these cases is not just a matter of environmental circumstance. The beliefs that people hold and the judgment styles that they adopt can influence their happiness. As you might expect, then, when people have certain characteristics, such as optimism or hope, they are very likely to be happy (Buchanen & Seligman 1995; Snyder, 1994).

These cognitive factors even include basic phenomena like attention. For example, people who suffer from anxiety and depression tend to pay attention (measured by eye-tracking, as where you look is a very good indicator of what you are paying attention to) to negative and threatening stimuli (Armstrong & Olatunji, 2012). When researchers have trained individuals to change what they attend to, happiness ratings changed correspondingly (Wadlinger & Isaacowitz, 2011).

One very important factor that researchers have focused on is **gratitude**, being thankful to an outside source for some positive situation or outcome. At first, correlational, then later, experimental research, has consistently indicated that gratitude is associated with and causes happiness. For example, several studies have followed research participants who have been randomly assigned to express gratitude or complete some control task over time and found larger happiness increases for the gratitude groups (Margolis & Lyubomirsky, 2018). Some observers have feared that gratitude is limited in its usefulness because sometimes, there is no outside source to thank. **Appreciation**, acknowledging the positive situation, finding meaning, and experiencing positive emotions connected to that situation, however, appears to serve the same purpose, as the two concepts appear to share the important essential features (Adler & Fagley, 2005; Wood et al., 2008).

---

**gratitude**: being thankful to an outside source for some positive situation or outcome

**appreciation**: acknowledging a positive situation, finding meaning, and experiencing positive emotions connected to it
Think Small

Think about what it means to be a happy person (as opposed to happy right this moment). Although there may be different definitions, one useful one is “having many episodes throughout the day that are accompanied by positive emotions, such as happiness, contentment, and satisfaction.” Thus, we need not look at general, long-term judgments of how happy an individual claims to be in life. We learn a lot by asking how many times she felt happy today and what she was doing when she did. When researchers ask the question this way, they find several activities that are associated with high levels of positive emotions. A recent survey of 1,000 women, for example, found that having sex, socializing, relaxing, praying or meditating, eating, and exercising were accompanied by the highest levels of happiness and enjoyment. The researchers concluded that daily features of life have a large influence on a person’s mood and enjoyment of life. Long-term features of one’s life situation have an influence only when you focus on them—for example, right after they happen or when something draws attention to them (Kahneman et al., 2004).

Suppose after an exam you walk out feeling very uncertain; there were several questions that you are afraid you got wrong. When you go to class on the next day, you discover that you got all of the uncertain questions right, and you got the highest grade you have ever received on an exam. You are ecstatic and cannot wait to go home and share your good news. You walk in and say, “Guess what, I got a 97% on my psychology exam. It is my highest grade ever, and it looks like I will be getting an A in the class.” Your friend (or boyfriend, girlfriend, spouse, parent) replies, “Huh, sorry, I wasn't listening, were you talking to me? Did you see this hilarious meme?” or, worse, “Big deal. I am not in the mood to listen to your bragging. I happened to fail that test, and I need to figure out how I am going to pass this class.” All of a sudden, your ecstatic mood is gone. You may even feel angry or depressed because your friend did not appreciate your good news.

Researchers, too, have discovered this phenomenon. Although good news can make you happy, sharing that news has benefits that go way beyond the news itself—but only if it is constructively and actively received (Gable et al., 2004). So you would have gotten an extra boost if your friend had responded, “Hey, that’s great. All of that hard work you put in is really paying off. Maybe I should start studying with you more often.” We hope you remember the next time someone shares good news with you that you have the power to make the person feel even better about it.

Benefits Associated with Pleasant Emotions

Contentment and happiness are goals in and of themselves. Beyond that, happiness and optimism have several benefits. For example, they are associated with perseverance and achievement. Optimistic and happy people are also healthier. (Peterson, 2000; Seligman 1990; Taylor, 1989; 2000). Researchers have even shown that our immune systems are boosted by positive emotions (Salovey, Rothman, Detweiler, & Steward, 2000). Longitudinal experimental research has also found that happiness causes some improved outcomes. In one study, individuals who received training on a set of activities designed to increase happiness (for example, expressing gratitude) improved on happiness ratings, and on both self-reported health and number of sick days taken (Kushlev et al., 2020).

There are also benefits for others when you are happy. Research has shown that people are more cooperative, generous, and helpful when they are in a good mood (Gendolla, 2000; Isen, 1987).

We are about to move on to the dangers of pleasant emotions. Do not be fooled by the fact that the following section on the perils is longer. These benefits that we just described are extremely important to both mental and physical well-being.
Dangers Associated with Pleasant Emotions

Even if you agree with the value judgment that it is a worthwhile goal to enhance our happiness, you should be aware of the potential dangers associated with some pleasant emotions. Quite simply, the fact that something feels good does not necessarily mean that it is good. Think about the thoughts behind some of these pleasant-feeling emotions:

- **Schadenfreude** (pronounced sha-den-froy-duh) is a German word that means "the malicious enjoyment of the misfortunes of others" (Oxford English Dictionary). For example, a disliked rival fails an important exam, and we may be secretly glad. Many people take pleasure in witnessing the failures and setbacks of others, especially when they feel threatened by the others and especially if the others’ prior successes had been judged undeserved (Feather & Sherman, 2002; Leach et al., 2003). As you may realize, schadenfreude is a serious barrier to fighting against stereotypes, prejudice, and discrimination.

- **Contempt**, feeling that you are superior to another person, also feels good yet is very damaging. Contempt may be the most destructive emotion for a marriage (see Module 22; Gottman & Silver, 1999). Indeed, researchers have found that contempt is common among married couples who are violent toward each other (Holtzworth-Munroe, Smutzler, & Stuart, 1998). We are sure it comes as no surprise, then, that contempt is associated with conflict and problems in other relationships, such as between parents and adolescents (Beumont & Wagner, 2004).

- **Hubris** is the dark side of pride. According to psychologist Michael Lewis (1992), pride occurs when you feel good about yourself because of a specific action. A child may be proud that she got a high grade on an exam, that she won an athletic competition, or that she cleaned her room without being asked. Hubris, on the other hand, is a good feeling about yourself that is completely unrelated to any specific actions. In essence, it is saying, “I am great because I am me.” Lewis notes that hubristic people have poor interpersonal relationships and often feel contempt toward other people and that hubris can be linked with grandiosity and narcissism in extreme cases. We tend to use the word pride for both kinds of feelings, but it is probably worth paying attention to the distinction because hubris is clearly a good-feeling emotion that has negative consequences. Note also that, although pride is considered a positive emotion in western cultures, it is a negative one in many Asian cultures because it separates one from others in the community.

- **Unrealistic optimism** is not helpful, even though we typically think of optimism as good. A college sophomore we knew a few years back turned to his best friend one day, cigarette in one hand and a beer in the other, and said, “I’m going to get in shape by next week.” Seeing as he had not exercised once in the previous 18 months was at least 30 pounds overweight, it strikes us that his optimism was a bit unrealistic. As it turns out, he did nothing at all to get into shape. On the other hand, an individual who is optimistic that he can get in shape and lose 30 pounds over the next six months and has a realistic idea about how to accomplish it has a much greater chance of success. Part of the puzzle is a trait known as **self-efficacy**, the belief that one has the ability to perform a task or reach a goal (Bandura, 1977). You can think of self-efficacy as a specific kind of optimism, a (realistic) optimism, perhaps derived from past successes, about one’s own abilities (Cervone, 1997).

It turns out that emotions often interact with other behaviors, sometimes in ways you would not expect and in ways that make “positive” emotions bad and “negative” emotions good. Let us close this section with a few examples:

- When people feel guilty, they are more likely to cooperate with others, so it is not only pleasant emotions that can increase helping behavior (Ketelaar and Au, 1999).
- When people are happy, they are more likely to use stereotypes when making judgments about people. When they are sad, they pay more attention to specific information about individuals (Isbell et al., 1999).
- When people are in a good mood, they are more likely to fall for the correspondence bias, in which they (often mistakenly) attribute people’s behavior to personality and ignore situational influences (Forgas 1998).
- When people are in a good mood, they are less accurate at recalling events that they have witnessed and make less
persuasive arguments than when they are in a bad mood (Forgas, 2006).

<table>
<thead>
<tr>
<th><strong>Definition</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Schadenfreude</strong></td>
<td>the malicious enjoyment of the misfortunes of others</td>
</tr>
<tr>
<td><strong>Contempt</strong></td>
<td>the feeling that you are better than someone else</td>
</tr>
<tr>
<td><strong>Hubris</strong></td>
<td>a good feeling about yourself (similar to pride) that is unrelated to any specific actions</td>
</tr>
<tr>
<td><strong>Unrealistic Optimism</strong></td>
<td>the overestimation of the likelihood of desirable events or outcomes and the underestimation of the likelihood of undesirable events or outcomes</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>the belief that one has the ability to perform a task or reach a goal</td>
</tr>
</tbody>
</table>

### Debrief

- After reading this module, what could you do to make your life happier? Is this any different from what you would have said before reading?
- Think of the last time you tried to share good news with someone. How did the person respond? Did the response make you feel better or worse?
- What are some of the daily events that often make you happy?
- Do you agree or disagree with the idea that humans have a right to be happy and that the purpose of our life is to move toward happiness? Why?
- Try to think of some examples of schadenfreude, contempt, hubris, and unrealistic optimism in yourself or others. Were the outcomes negative or positive?
- Try to think of some examples of when you were helpful, generous, or cooperative while you were in a good mood.

### 25.2. Prosocial Behavior

Are people basically good or bad?

You might remember this as one of the enduring questions from philosophy that psychology has tried to answer empirically. And by now, of course, you may realize that this is a false dichotomy. The answer need not be one or the other; rather, it is some combination of “both.” Personality psychology, through its recognition of traits such as agreeableness, might suggest that part of the answer might be that some people are basically good while others are basically bad. Social psychology, on the other hand, through its recognition of the power of situations in determining behavior, might suggest that sometimes, people are basically good and sometimes, they are basically bad. Both suggestions are probably correct.

Let us remind you for a moment about the bystander effect from Module 21. Remember, this concept was developed after the discovery that some people fail to help in an emergency. We suspect that many people who are aware of the
bystander effect remember only that part of the lesson, that some people fail to help. To our minds, the more important
lesson is that many people do help, and many factors can increase the likelihood that people will help. In essence, that is
the subject of the present module, prosocial behavior, defined simply as behavior that is intended to help other people.
As you will see, there are situational, dispositional, and biological factors that are related to this important, but easy to
overlook, behavior.

And it can be easy to overlook. For example, during the spring and early summer of 2020, as scientists promoted the
wearing of masks to prevent the spread of COVID-19, many observers were dismayed that many people were unwilling to
engage in a seemingly simple behavior that would help others (even before the benefits to the mask-wearers themselves
were known). Every week, it seemed, news reports highlighted the throngs of people who refused to comply, sometimes
violently. The New York Times reported that most people actually did wear masks, however. According to several (self-
report) surveys, about 80% of the public wore masks frequently or always when they could not maintain physical
distance in public. One survey found that only 14% of people never wear masks (Katz et al., 2020). In other words, the
vast majority of the population reported prosocial behavior, and the news reports were emphasizing the behaviors of
a relatively small group. When we overestimate the prevalence of not wearing masks because of the ease of recalling
examples of non-wearers, we are falling victim to the availability heuristic (Module 6).

Why Do We Help Each Other?

In Module 21, we told you that reciprocation may be a human universal. And this is certainly one reason that people help
others, that they expect the others to return the favor someday. How can we explain the interesting case of altruism,
helping behavior when no such expectation of reciprocation exists, however.

Helping behaviors are no different from many other human behaviors in many respects. Thus, they are governed
by the same laws. To be sure, we can learn these behaviors through observation and through operant conditioning
(Module 6). For example, when children watch their parents and older siblings engage in helping behavior, they can
learn it themselves. We can also learn from larger elements of culture. For example, many religions teach followers the
importance of charity and helping others.

Let us focus on the operant conditioning idea for a moment because it quickly gets interesting. It is a bit crass to
suggest that we do good deeds for others to get a reward, but it certainly sometimes happens that we do get those
rewards. Picture the middle schoolers who win citizenship awards at 8th-grade graduation because of their habitual
helpfulness, or a thankful dog owner offering money to the kind person who returned a lost puppy. We once knew a
college student who was given $100 in return for giving up her seat on an airplane so a married couple could sit together.
It is not unreasonable to expect that these pleasant outcomes would make similar behaviors more likely in the future
(positive reinforcement).

But wait, have you ever seen someone refuse to accept a reward? And frankly, the tangible rewards seem few enough
that it would be difficult to expect them to consistently lead to high levels of helping behavior (remember, with partial
reinforcement, it is difficult to establish a behavior, but once it is established it lasts a long time).

We are acting like this is a big puzzle, but the truth is, many of you figured it out a long time ago. Often, we do not help
others because we get a reward, or even because we expect a reward. Sometimes, we just like the way it makes us feel to
do good deeds. In other words, we might find reward or positive reinforcement from the pleasant emotions that result
from helping others. Indeed, volunteering, caring for family members and friends, and donating money are all positively
correlated with happiness (Helliwell et al., 2018). And before you remind us about correlation and causation from Module
2, we should point out that experimental research suggests that the relationship is causal. For example, one study (and
don’t worry, there are others) found that research participants who were randomly assigned to do five good deeds for
other people on one day during each week had more positive emotions and fewer negative emotions over a six-week
period than participants instructed to do something good for themselves (Nelson et al., 2016).

Ok, so it feels good to help others, even in the absence of rewards, but why? We think biology and evolution offer quite
a good explanation. Humans are social animals, more social than most species. As such, we are disposed to creating, maintaining, and strengthening social connections. According to the social brain hypothesis, in fact, our brains are so large and complex compared to other animals precisely to allow us to function in complex social groups (Dunbar, 1998; 2016). Humans are not a particularly strong or fast species. Alone, a human being living in prehistoric times would seem to be easy prey and a poor predator. Together, however, a group of humans can accomplish a great deal more and thus achieve the goals to survive and reproduce. In other words, a key element of the social complexity that our brains have evolved to accommodate is the need to connect with others socially to achieve goals that we cannot achieve on our own. Evolution has a way of making behaviors that are helpful for survival and reproductive success pleasant to ensure that we will engage in them (e.g., eating and sexual behavior). So perhaps this is why we find it so enjoyable to help others. It should come as no surprise to you, then, to discover that prosocial behavior that strengthens social connections are particularly associated with positive emotions (Helliwell, 2018).

What are Some Other Traits That Lead to Prosocial Behavior?

Earlier, we noted that people are more generous and helpful when they are in a good mood. And we learned from the bystander effect in Module 21 that people will help in an unambiguous emergency situation where they are the only helper available and they know how to help (Darley & Latane, 1970). Let us conclude this section with a couple of additional traits that are associated with prosocial behavior.

One key trait is humility. In section three of this module, we will cover self-concept and self-esteem more fully. Humility is obviously related to both, but because of its role in prosocial behavior, we will cover it in this section.

We hope you recall the HEXACO model from Module 19 (Ashton & Lee, 2007). This was the trait approach that expanded the Big Five personality factors (Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism) to include Honesty-Humility. This additional important trait is subdivided into separate facets of Sincerity, Fairness, Greed Avoidance, and Modesty. The fact that jumps out to us is that three of the four facets seem variations on the Honesty part of the trait. Only modesty is obviously related to humility, which is unfortunate because humility is a remarkable trait.

The modesty facet is related to the idea of not seeing yourself as overly important and not entitled to special privileges. Other researchers have broadened the concept of humility, and we like this broader conception. Weidman et al., (2018) noted that there may be two types of humility. One is related to the appreciation of others and self. This dimension includes aspects such as being kind, compassionate, and respectful, as well as having an awareness of one's weaknesses and limitations while maintaining a healthy regard for oneself and an appropriate pride in one's accomplishments. It may be that both types of humble people are more generous and more likely to help people in need than non-humble people (Exline & Hill, 2012; LaBouff et al., 2012). Individuals who have too much of the modesty-only type, however, might suffer some ill effects, such as lower self-esteem (Weidman et al., 2018).

**Humility**: a trait characterized by modesty, or respect for self and others. People with humility have a clear sense of their limitations and weaknesses, as well as an appropriate level of pride in their accomplishments.
25.3 Self-Concept and Self-Esteem

---

### Activate

- What are some of the benefits of high self-esteem or dangers of low self-esteem that you have heard about? Are there any that you think might not be true?
- What sorts of behaviors do you do think help you to raise your own self-esteem?

---

Humanistic and positive psychology have a deep interest in the self: how people regard the self, how they can enhance their sense of self and their self-esteem. A person's general outlook on life has a great deal to do with her or his sense of self. But the self or identity on its own is a concept seen throughout social and personality psychology and in developmental psychology. It was also one of the key ideas examined by the first psychologists. William James (1890) divided the self into three parts: contents of the self-concept, feelings and emotions about the self, and the actions to which they lead. Psychologists through the years have devoted a great deal of effort to describing these elements of the self. The main focus in this section is what we have learned about maintaining a sense of self that contributes to well-being.

### Contents of the Self-Concept

We want you to consider seriously the term “self-concept.” It is, literally, a concept about the self. In other words, we can understand our thinking about our self by referencing many of the principles that psychologists have learned about other concepts (Cantor & Kihlstrom, 1987; Markus, 1977). You may be resisting this idea, thinking that your self-concept is far more complex than your concept of apple, for example. What if you were the world's leading expert on apples, though? It is reasonable to expect that your concept of apple would be far more detailed, complex, and flexible than someone who simply eats one, two, or three days per week. Well, you are the world's leading expert on another concept, namely you. Our self-concepts, because of the rich set of detailed knowledge that we have about ourselves, are extremely complex, but they are concepts nonetheless.

We have a sense of self that feels constant—that is, a self-essence or core self. That self is defined, in part, by our stable relationships with other people (Baumeister, 1998). At the same time, we have very different conceptions of the self in different spheres of life or in different situations. For example, you might be competitive in sports versus cooperative at work, playful with your friends versus serious with your partner. The idea of a complex self-concept helps solve this apparent puzzle. Factors such as our motivations and emotions, the strategies we use to access the knowledge, and the environmental context help determine which self-information is called to mind in any particular situation (Showers & Zeigler-Hill, 2003). For example, if you are in a good mood, you might be more likely to think about your playful side. If you are giving an important speech in front of a large group of students and faculty members, perhaps you would be aware of the serious, studious, professional part of your self.

We also extend our self-concept to include future possible selves. Each of us may have sets of ideal, expected, and feared “selves” that we might become in the future. We use these possible selves to motivate us, especially when we have strong positive and feared possible selves. For example, a student who hopes to be a doctor yet fears that she will fail to graduate and end up working at Wal-Mart for the rest of her life is likely to be very motivated to work hard at school.
Our future possible selves also protect us by providing hope (Cross & Markus, 1991; Oyserman & Markus, 1990; Frazier et al., 2000; Morfei et al., 2001).

possible selves: sets of ideal, expected, and feared “selves” that we might become in the future

Feelings and Emotions About Self: Self-Esteem

William James (1890) defined self-esteem rather simply, as the ratio of successes or accomplishments over the opportunities that we have to succeed. For example, if you are successful in most or all of the opportunities, you have high self-esteem. According to James, each person gets to choose the aspects that enter into the calculation. For example, some of the situations that you judge important may involve accomplishments in your career or athletic pursuits and goals related to generosity and honesty. Another individual’s important situations may involve being a good friend and being a hard worker.

Although thinking about self-esteem has advanced a great deal since James's time, and different researchers may define it differently, the basic idea is still the same. The degree to which you believe you “measure up” on aspects of your self-concept that you judge important is essentially your self-esteem.

“Everybody knows” how important it is to have high self-esteem. People have judged it so important that in the early 1990s the Department of Education of California made it a primary goal to improve children's self-esteem (Baumeister, 1998). State officials believed that raising children's self-esteem would reduce violence, crime, drug abuse, teen pregnancy, and child abuse and would improve school achievement (California Task Force, 1990).

The problem is, these conclusions were based on non-experimental research and everyday observations only. The public has assumed that high self-esteem leads to good outcomes, but in fact the reverse, that good outcomes lead to high self-esteem, is just as likely true. For example, there is no doubt that children who have high self-esteem tend to do better in school than those with low self-esteem. It may very well be, though, that success in school leads the children to feel good about themselves, so the high self-esteem is a consequence of success rather than a cause. Robyn Dawes (1996) has gone as far as labeling the belief in the power of improving people's self-esteem as one of the key myths of psychology.

Several years ago, Roy Baumeister and his colleagues (2003) attempted to examine the research literature on the effects of self-esteem. They focused primarily on studies that used objective measures of various outcomes in school, health, work, and social interactions. Objective measures are important to prevent the outcomes from being contaminated by the participants' own self-esteem. For example, you cannot ask people with high self-esteem whether they believe that others like them (the answer is usually yes); you have to ask the other people directly (the answer is sometimes no). The research team found that nearly all of the believed benefits of high self-esteem do not hold up under the scrutiny of comparison to actual research. In other words, Robyn Dawes was very nearly exactly correct.

Baumeister's team concluded that high self-esteem does not lead to better school performance; it does not make one less likely to smoke, drink alcohol, use drugs, or engage in sexual activity. It does seem to protect against eating disorders and may provide some protection against depression. The most consistent positive finding is that high self-esteem makes people more persistent, so they are less likely to give up after failure. It also probably makes people happier; in short, it feels good to have high self-esteem.

Given this observation that it feels good to have high self-esteem, it would seem a reasonable idea to bolster it, even if self-esteem does not have the strong benefits so many people believe that it does. Unfortunately, however, the fact that it feels good to have high self-esteem does not necessarily mean that it is good to have high self-esteem. There is evidence showing that inflated self-esteem can be a problem for some people. For example, many people believe that
low self-esteem leads to violence or aggression. In fact, there is little evidence that this is true, and often individuals with very high self-esteem commit acts of violence and aggression (Baumeister et al., 1996). Certainly, not everyone with high self-esteem is prone to aggression. People to whom high self-esteem is extremely important; however, are especially likely to become aggressive when their self-esteem is challenged (Bushman & Baumeister, 1998).

It is simply the case that not all self-esteem is alike. Some people who have high self-esteem probably do benefit from it. On the other hand, some people with high self-esteem try too hard to boost or keep their high self-esteem, and for these people, high self-esteem is likely to lead to problems (Tangney & Leary, 2003). One way to tell whether high self-esteem will be good or bad is probably to look at how secure that self-esteem is (Kernis, 2003). Some people with high self-esteem need to defend it; their self-esteem is unstable or fragile. On the other hand, when people are secure in their high-self esteem, it may be associated with more positive outcomes. For example, people with secure high self-esteem and fragile high self-esteem score on opposite ends of scales that measure anger and hostility (Kernis et al., 1989).

**self-esteem**: the degree to which you believe you “measure up” on aspects of your self-concept that you judge important

---

**Actions That Enhance Self-Esteem**

Originally, William James described the key actions associated with the self as self-seeking and self-preservation behaviors. Although the general self-concept plays a role in a great many of our actions throughout our lives, we would like to focus on those that enhance our self-esteem.

Roy Baumeister (1998) has noted that it certainly feels good to have high self-esteem. Thus, we have strong tendencies to try to increase it, through what are called self-enhancement behaviors, or self-serving biases. People often naturally seek situations and engage in behaviors that will increase their self-esteem, and as a consequence, their self-esteem tends to be high (Baumeister et al., 1989). For example, people have a strong tendency to take credit for their successes and to blame outside causes for their failures (Zuckerman, 1979). Consistent with this idea, students give lower course evaluation ratings to teachers when they get lower grades than expected but do not give higher ratings when they get higher grades than expected (Griffin, 2004). Our self-serving biases also lead us to overestimate the amount and importance of our contributions to group tasks, a fact you might want to remember when you participate in group projects in school or throughout your career (Tesser, 2003). These are not isolated examples; on the contrary, there is an enormous list of behaviors and attitudes for which researchers have demonstrated that we judge ourselves very favorably, including generosity, fairness, morality, cooperativeness, kindness, loyalty, sincerity, honesty, and politeness, among others (Epley & Dunning, 2000). And, in what may be our favorite example of a self-serving bias, many people believe that they are less prone to self-serving biases than others are (Pronin et al., 2002).

Another sort of bias is our tendency to choose for ourselves the basis of our self-esteem (James, 1890). It should not surprise you that we are likely to choose factors that will make us feel good about ourselves. For example, if you are an athlete, you probably do not base your self-esteem on your singing ability (unless you are a singing athlete). Of course, then, people are likely to seek out situations and engage in behaviors that will help them to feel good about themselves in the domains that they have chosen (Crocker & Wolfe, 2001; Crocker et al., 2003).

There are a number of additional strategies that people use to enhance their self-esteem; let us describe two more. You will probably be able to recognize these in yourself or other people (try not to fall for the self-serving bias of only recognizing these tendencies in other people). First, when some people face situations in which they might damage their self-esteem by failing, they lower their expectations, a behavior researchers have called defensive pessimism (Crocker & Park, 2003; Norem & Cantor, 1986). For example, you will commonly hear classmates predict that they will not do well
on an upcoming exam. This is often an attempt to manage expectations, so the students are not too upset if they do poorly.

Individuals can also lower their expectations, and thus protect their self-esteem, by self-handicapping, engaging in behaviors that sabotage their chances at success (Jones & Berglas, 1978). For example, a student might agree to work when his boss calls him the night before a big exam. Then, if he does poorly on the exam, he can attribute it to the handicap of not being able to study instead of to a lack of ability. By the way, if an individual succeeds after a bout of self-handicapping, the effect on self-esteem is doubly positive. He has the benefit of succeeding at the task even in the face of the barriers that were in the way (Tice, 1991).

Although you can (and probably should) read the information about self-serving biases (and other concepts in this module) as cautionary notes, there is another perspective to keep in mind. Perhaps His Holiness, the Dalai Lama was right; the very motion of our life is toward happiness. If we can avoid such pitfalls as unrealistic optimism, fragile self-esteem, pleasant emotions that damage other people, and, self-serving biases that do more damage than good, most of us have the ability to create our own positive outlook.

---

**self-serving biases:** strategies that people use to increase their self-esteem

**defensive pessimism:** a strategy of lowering one's expectations in a situation in which failure might damage self-esteem

**self-handicapping:** engaging in behaviors that sabotage people's chances at success, so they can lower their expectations and protect their self-esteem

---

**Debrief**

- Do you have a set of possible future selves? What are they? How do they motivate or otherwise influence you?
- Which of the self-serving biases are you able to recognize in yourself?
- What are the important aspects of your own self-esteem? How do they affect your behavior?
26. Module 26: Consciousness and Sleep

In the 1968 Stanley Kubrick movie 2001: A Space Odyssey, we are treated to a view of the possible evolution of computer thought. One of the real stars of the movie is HAL-9000, a computer that has more personality than the astronauts on the spaceship HAL controls. HAL has emotions and is intelligent and seemingly aware of itself and of other people. In short, HAL-9000 is conscious, or at least seems to be. But HAL is a character in a story taking place in 2001. It is now 2020, and real computers, able to perform 400 quadrillion operations per second (that is 400,000,000,000,000,000), probably far outstrip the fictional HAL in terms of sheer computing power. These computers can also outperform humans in a great many areas. Supercomputers are used to accurately simulate climate and weather, combine data from around the world to help simulate possible outcomes and develop vaccines and treatments for COVID-19 and other diseases, and play chess (and Jeopardy) at above world-championship level. Still, however, no one is even close to programming a computer to make it conscious.

Of course you know that you are conscious. But what does that mean? The ultimate challenge for a science of the mind may be to figure out what consciousness is. Throughout history, the concept of consciousness has been explained in terms of mystery, wonder, religion, and even weirdness. Inside and especially outside of psychology, you will discover that people have different, sometimes very different, definitions for it. For a scientist, consciousness may be an even harder concept to define than emotion is (see Module 20).

Nevertheless, section 26.1 proposes a working definition. Once we agree on a definition, we can begin to understand some of the psychological principles that underlie consciousness. The later sections, then, turn to some of the changes in consciousness that we can experience. Section 26.2 is about the sometimes mysterious state of consciousness called hypnosis. Sleep and dreaming, as complex, interesting, and important phenomena related to consciousness, deserve a bit more coverage. Section 26.3 describes a lot of our scientific knowledge about sleep and dreams, and section 26.4 covers the most important practical fact about sleep (that most adults do not get enough).

26.1 Consciousness
26.2 Hypnosis
26.3 Sleep and dreaming
26.4 Sleep deprivation

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 26, you should be able to remember and describe:

- Consciousness and attention, working memory, and explicit memory (26.1)
- Hypnosis (26.2)
- Functions of sleep (26.3)
- Circadian rhythms: suprachiasmatic nucleus (26.3)
- Sleep stages (26.3)
- Sigmund Freud's views on dreams (26.3)
- Modern dream interpretation (26.3)
- Dream contents (26.3)
- Activation-synthesis theory of dreaming (26.3)
Apply

By reading and thinking about how the concepts in Module 26 apply to real life, you should be able to:

- Recognize parallels between dream content and waking cognition (26.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 26, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Identify problems in your life that might be a consequence of sleep deprivation (26.4)
- If you are sleep deprived, explain what might prevent you from increasing the amount of sleep that you get (26.4)

26.1. Consciousness

 Philosophers have been interested in consciousness for hundreds of years. The most famous and important philosophical debate about it has been whether the mind (the source of consciousness) is separate from the body, a viewpoint called dualism, or whether it is part of the body, a viewpoint called monism. René Descartes (1637/1931; 1641) was the most famous philosopher to argue the dualist viewpoint. The body, being essentially mechanical, must obey the laws of physics. The mind, or consciousness, according to dualists, is not a part of the body, and it is not a physical entity. Therefore, it does not obey the laws of physics, and any attempt to understand it using the same principles through which we understand physical systems will fail. Dualists often, although not necessarily, equate the mind with the soul, the essence of an individual that continues to exist after the body has died. In contrast, Thomas Hobbes, a contemporary of Descartes, championed the monist viewpoint. Monists contend that mind is simply part of the body, that there is no separation. As Hobbes (1650) put it, thinking is motion within the brain.

Today, after more than 350 years of debate, most neuroscientists agree with Hobbes (Crick, 1994). Neuroscientists
largely agree that consciousness must be a result of brain activity, but who knows what activity? The problem is that no one has made great progress in figuring out exactly what consciousness is. The last great intellectual quest of Francis Crick, the Nobel prize winning biologist who co-discovered the structure of DNA with James Watson, was to try to understand consciousness. He ended up scaling back his goals considerably, settling for outlining a blueprint for how to examine consciousness and proposing a model of how one portion of consciousness, awareness of a visual scene, might be realized in the brain (Crick, 1994; Koch & Crick, 2000).

**A Definition of Consciousness**

In everyday conversation, we tend to use the word consciousness to describe a state that a person is in. In other words, an individual is either conscious or unconscious, corresponding roughly to whether he or she is awake or asleep (or knocked out, in a coma, or something similar). This seems like a reasonable approach, but it does not take us very far. Consider wakefulness versus sleep. What is it about being awake that means you are conscious and about being asleep that means you are unconscious? Our brains are extremely active during both. You might propose that when you are awake you are aware of the external environment and that when you are asleep you are not. Even that will not work, however. At any given moment, awake or asleep, you are aware of some aspects of the environment and not aware of others. People can be unaware of things going on right in front of their eyes while awake. And even while asleep, you maintain enough awareness of the outside world that you do not fall out of bed.

As confusing as these examples seem, they may help us to solve the problem of defining consciousness. Instead of thinking about consciousness as a state that describes a whole person, we can think of consciousness as a rough synonym for awareness. Whether we are awake or asleep, we are aware of something at all times. In other words, we are always conscious of something. We may be conscious, or aware, of stimuli from the outside world, of our own thoughts and feelings, and of ourselves (Schacter, 2000).

**consciousness:** awareness of stimuli from the outside world, of our own thoughts and feelings, and of ourselves

**Consciousness in the Brain: Explicit-Implicit Memory, Working Memory, and Attention**

We are making a little bit of progress. Using the term “awareness” in place of the more unwieldy “consciousness” helps, and we are in agreement that this awareness resides solely in the physical brain, but it doesn't really tell us where this state of mind or how it arises. Attention, working memory, and explicit memory are involved, but it is not clear how central to consciousness they are (Koch & Crick, 2000). Many processes and brain areas are involved in creating consciousness. One key idea is that the sharing or exchange of information across different brain areas is important. Dehaene & Changeux, (2011) proposed that awareness arises through the sharing of information among the prefrontal cortex, parietal, and occipital lobes, for example. You may recall that the hippocampus is a brain area that is involved in explicit memory (memory with a conscious “I recall” feeling), but not implicit memory. It may be that this consciousness is a byproduct of the connections that the hippocampus has with multiple brain areas, again allowing that exchange of information.

You might also recall that in Module 4, we defined working memory is the current contents of consciousness—in other
words, what you are thinking about, or aware of, at the current moment. It is a simple–seeming idea, but a great many brain areas are involved. Networks connecting areas of the frontal lobes to parietal lobes, the prefrontal cortex, and areas in the temporal lobes all seem to be important for working memory. (Chai et al., 2018). Our descriptions here might also remind you of Attention from Module 13, particularly the process of selective attention, choosing which element you are experiencing to focus on and which to filter out. It turns out that attention, too, involves multiple cortical areas throughout the separate lobes (as well as some sub–cortical areas; Lindsay, 2020).

To summarize, the first key idea is sharing information across multiple areas. A second key idea that appears throughout these different descriptions is control. We select in attention, we move information into working memory, we search memory to retrieve from explicit memory. Many researchers refer to executive control as an essential process to allow consciousness to exist. The key area that is most important for executive control is the prefrontal cortex. So although as we have been emphasizing, multiple brain areas contribute, the prefrontal cortex is a possible candidate for “consciousness center” because of its role in executive control (Chai et al., 2018; Koch & Crick, 2000; Lindsay, 2020).

Debrief

• Do you think that your selective attention ability is pretty good or not so good? Explain why.
• Imagine yourself as a participant in the “gorilla in the basketball game” study. Do you think that you would have noticed or failed to notice the gorilla? What is it about you that makes you say that?

26.2. Hypnosis

Activate

• Write a short description of what you think it is like to be hypnotized. Of course, if you have been hypnotized before, you can use your experience for the description.
• Do you think you would want to undergo hypnosis for medical or psychological therapies? Why or why not?

Many people inside and outside of psychology refer to hypnosis as an “altered state of consciousness” (Yapko, 1995). This characterization makes hypnosis sound quite mysterious. We once got our hands on a book that promised to teach us, “How to secretly hypnotize anyone,” (As a special bonus, it came with “How to secretly read anyone’s mind,” at no additional cost.) The ad for the books, in the back of a comic book if we remember correctly, promised that it would teach how to secretly control friend and foe alike. Hey, for only ten dollars, what do you have to lose? Ten dollars, as it turns out. Apparently, the secret to both secret mind-reading and secret hypnosis was to secretly “join minds” with your unaware subject. Secretly. Unfortunately, the books secretly forgot to explain how one was supposed to accomplish the “mind-joining.”

Perhaps hypnosis is the only legitimate topic in psychology that could be touted in the same advertisement as a mind-reading book. It has an interesting fictional and real history that makes it seem almost magical. The concept of
hypnosis has been associated with evil and with the supernatural, as in the creepy stare that Bela Lugosi's Dracula used to subdue his victims and in the 1960 B-rated horror movie The Hypnotic Eye, in which a stage hypnotist places attractive women in hypnotic trances so that his psychopathic assistant can attack and disfigure them (at long last, we have recently discovered that this movie is available to stream legally if you are interested). Movies have also depicted hypnosis as a tool to allow people to relive past lives, something that has been claimed in the real world, too. When not evil or supernatural, hypnosis is still often presented as bizarre, a fact you can verify by attending a stage hypnotist's performance. You may not see someone cluck like a chicken, but you will walk out shaking your head and thinking, “How did the hypnotist get those people to do that?”

Given these popular images of hypnosis, it is easy to overlook the fact that hypnosis is a tool used by some legitimate and competent psychotherapists. The common view in psychology is that it is very likely real but is widely misunderstood. We have a pretty good idea what you can accomplish with hypnosis. It can be used to control pain, manage stress and anxiety, and help clients in psychotherapies change behavior (Yapko, 1995). And yes, for entertainment purposes, a stage hypnotist can probably lead many people to cluck like a chicken. We also have a pretty good idea what hypnosis is not: It is not a mysterious window to past lives or the hidden unconscious of Freudian psychoanalysis. It is not a tool to help uncover hidden or repressed memories, as it is more likely to trigger false memories than uncover genuine ones (Spanos, 1996). It is probably not even an altered state of consciousness, at least not any more than watching television is.

We are not so clear about what hypnosis is, however. Consider this observation: In PsycInfo, the American Psychological Association database of research in psychology, there were 13,862 listings under the subject heading “Hypnosis” in summer 2020. Only 736 of those also used the subject heading “Theories,” and many of these articles are theories of other phenomena that use hypnosis as part of the explanation. In other words, we do not have much less to say when it comes to a theoretical explanation of what hypnosis is.

We like to think of hypnosis as a somewhat extreme version of two common phenomena. First, at all times, we focus our attention on some stimuli and block out others, a phenomenon we referred to as selective attention earlier. Second, individuals very commonly comply with requests, orders, or suggestions from other people; in other words, they are obedient or readily persuaded (Module 21). **Hypnosis** is simply a method that enables one person (the hypnotized subject) to focus his or her attention on another individual (the hypnotist) or on stimuli that the hypnotist emphasizes. The hypnotist then gives suggestions with which the hypnotized subject is likely to comply. Both of these phenomena, our ability to selectively attend and our suggestibility, are quite ordinary. For example, have you ever been so involved in a conversation that you walked right past your destination? This is essentially the same phenomenon as a common experience under hypnosis, a subject’s failure to see an object that should be in plain view. And in 2019, the advertising industry spent 247 billion dollars in the United States alone, counting on people’s tendency to comply with suggestions (Guttmann, 2019).

One last way to show that there is nothing magical about hypnosis is to point out that everything we know can be accomplished with hypnosis—including controlling pain, managing stress and anxiety, helping psychotherapy clients change their behavior, and even clucking like a chicken—can be accomplished without it. For example, if you ask people to pretend that they are hypnotized, you can get them to do just about any behavior that a genuinely hypnotized subject will do (Barber, 1979; Orne & Evans, 1965; Spanos, 1996). In addition, more than 40 years of research has demonstrated that many of the therapeutic benefits achieved with hypnosis can be achieved equally well without it (Barber & Hahn, 1962; Hyman et al. 1986; Lang, 1969; Spanos, 1991; Spanos et al. 1994).

---

**hypnosis**: a method that enables one person (the hypnotized subject) to focus his or her attention on another individual (the hypnotist) or on stimuli that the hypnotist emphasizes. The hypnotist then gives suggestions with which the hypnotized subject is likely to comply.
Debrief

• Would you consider letting yourself be hypnotized by a stage hypnotist? Why or why not?
• Would you consider using hypnosis to get rid of a bad habit or improve yourself? Why or why not?

26.3 Sleep and Dreams

Activate

• What do you think the benefits of sleep are? Be as specific as you can.
• Do you think of sleep throughout the night as steady, or can you recognize patterns of different kinds of sleep?
• Describe some recent dreams that you can remember. What, if anything, do you think they mean?
• Why do you think we dream?

When you are sleeping, you have a fairly dramatic shift in your awareness or consciousness. In essence, you cannot pay attention while sleeping, so there is something very different about being asleep and being awake. Still, I would not want to refer to sleeping as being unconscious, because you are certainly aware of something. For example, you are aware enough of your surroundings that you can be easily awakened at various points throughout the night (although it is quite difficult at other times), and most adults rarely if ever fall out of bed. More notably, perhaps, we become aware of an entire new world several times every night, the world of our dreams. Thus it is reasonable to think about sleep as a large change in your consciousness but not as a shift into unconsciousness.

Although researchers have been making great progress over the past few decades in figuring out what sleep is and why we sleep, there is much that we still do not know. Sleep is a puzzle. However, it does seem to be extraordinarily important biologically. Think about it. All animals spend a portion of the day or night relatively motionless and completely defenseless. Any predator that can figure out where an animal typically sleeps would have an easy meal just ready for the taking. There must be an enormous biological benefit to sleep to offset that kind of risk.

Most people probably think that we sleep in order to rest, but there is much more to it than that. After all, simply slowing our activity down to a level that is less than usual provides our bodies with rest. The unique benefit of sleep seems to be that it helps us to rebuild and restore the body. For example, we store energy in our brains while we sleep. Glycogen, a substance that we derive from food, is the main source of energy throughout the body. The longer we stay awake, the lower the levels of glycogen in the brain. When we sleep, the supply of glycogen in the brain is replenished (Kong et al., 2002). Sleeping also helps us to boost our immune system (Everson, 1993; Rechtschaffen et al., 1983; Bryant, Trinder, & Curtis, 2004). And while we sleep our pituitary gland releases growth hormone, important for both growth and repair and maintenance throughout the body (see 11.3).
Circadian Rhythms and the Biological Clock

As you know from your own experience, we have biological patterns of activity throughout the 24-hour day, which are known as circadian rhythms. At night, while we are sleeping (typically), all physiological activity is slowed: Heart rate and breathing are slow, brain activity is slow, body temperature is reduced. As morning approaches, these systems begin to speed up, peaking often in the early afternoon. Many people experience a slight dip in energy before things pick up again heading into the evening. In the late evening, the body systems start slowing down again until reaching their lowest point again, about 24 hours after the start of the cycle.

Circadian rhythms and the sleep–wake pattern are guided by a tiny section of the hypothalamus called the suprachiasmatic nucleus, which could be considered our “biological clock.” Although the basic circadian rhythm is produced inside of the body, the biological clock uses light from the outside world to fine-tune it to correspond to the 24-hour day. Basically, light hitting the retina leads the biological clock to send signals that cause the pineal gland—another gland located in the brain—to release the hormone melatonin. After a while, accumulations of this hormone make us sleepy. Sec 9.3 The fine-tuning occurs as a result of naturally occurring light, making our circadian rhythms last a few minutes longer than 24 hours. The electric lights to which we are exposed every day have an additional effect, making our actual circadian rhythms last around 25 hours (Czeisler et al., 1999).

If you use the right amounts of light at the right times, you can reset the biological clock to make an individual sleepy or awake at just about any time you want (Shanahan, Zeitzer, & Czeisler, 1997). If you expose people to light early in the evening, it delays the biological clock, making them stay awake later. Light in the early hours of the morning, say 3:00 am, sets the biological clock earlier, making it easier to wake up in the morning. An alarm clock that turned on the lights in the middle of the night might be quite effective at helping people wake up more easily in the morning. If you decide to invent such an alarm clock and grow rich doing so, remember where you got the idea.

One last interesting point about the biological clock and light: Researchers have discovered that light hitting other areas of the body can also reset the biological clock. In one study, the researchers shined bright lights on the back of participants’ knees for three hours a day and shifted their circadian rhythms as much as earlier researchers had done using light exposure to the eyes (Campbell & Murphy, 1998). Of course, this finding suggests that a “knee-wrap” version of our alarm clock would be just as effective as one that turned on the room lights, without disturbing our sleep at 3:00 am. Again, remember where you got the idea.

---

| circadian rhythms: biological patterns of activity throughout the 24-hour day |
| suprachiasmatic nucleus: a tiny section of the hypothalamus that could be considered our biological clock |
| melatonin: a hormone that is released by the pineal gland and makes us sleepy |

---

Stages of Sleep

Sleep is not a constant “unconscious” state; rather, there are five recognizable and somewhat distinct periods of sleep that we repeat throughout the night, and the differences between the stages give us some clues about the functions of sleep and what we lose by not getting enough of it. Although researchers have made great strides in identifying functions of different periods of sleep, a lot of work remains.

The four separate periods are called sleep stages. Altogether, the stages constitute a complete ninety-minute (or so)
sleep cycle, which repeats itself—with some changes, as you will see—throughout the night. You can often recognize which stage someone is in by examining brain activity levels and the person’s responsiveness to the external environment. If you have an EEG (electroencephalograph) machine (Modules 1, 11, and 14), go hook yourself up to it and look for the patterns of brain activity associated with the separate stages of sleep. An EEG records the general level and speed of neural activity in different parts of the brain through electrodes that are placed on the scalp. The EEG can pick up on the synchronized pattern of activity that takes place as electrochemical signals flow across neurons. Researchers typically refer to these patterns of brain activity as brain waves. They differ from each other in strength, speed, and regularity (that is, how synchronized the different areas of the brain are). Generally speaking, the less active your brain is, the slower and more regular the brain waves are. Each of the sleep stages has a characteristic type of brain wave associated with it.

**EEG (electroencephalograph) machine:** a machine that records the general level and speed of neural activity in different parts of the brain through electrodes that are placed on the scalp

**brain waves:** synchronized pattern of brain activity that takes place as electrochemical signals flow across neurons

---

**NREM 1 or Stage 1**

Right before you fall asleep, the brain waves that the EEG picks up are called alpha waves. They are reasonably fast, fairly strong waves. As you drift off to sleep, you enter Stage 1, and your brain produces slower and less regular waves called theta waves. You can think of entering Stage 1 sleep as being like taking one step into a room and keeping the door open behind you. Although you are in the room, you can get out easily. When you are in Stage 1 sleep, you are unaware of most aspects of the environment. You can become briefly aware of some stimuli, though. Frequently, these stimuli, such as the jerk of a muscle, will wake you up momentarily. This, of course, is the famous “head bob” that we often see during a lecture: people whose heads keep slowly falling forward until they jerk suddenly and startle themselves awake. During Stage 1 sleep you might also experience brief dreamlike images and sensations, such as a bright light, or a loud noise, the feeling of floating or being touched; these are called hypnagogic sensations (Dement, 1999). Because people often slip in and out of Stage 1 sleep, it is difficult to say that they are really asleep during this stage.

**NREM 2 or Stage 2**

After, you slip into Stage 2 sleep. This is when you are clearly asleep, but we would call this light sleep. Stimuli from the outside environment are very unlikely to reach conscious awareness while asleep, but you can wake up easily. Theta brain waves continue (a bit slower than in Stage 1), but now two new kinds of waves are present. Sleep spindles are short bursts (about 2 seconds long) of more rapid brain waves, about twice as fast as theta waves. K-complexes are bursts of a single higher-voltage wave. We spend about half of our time sleeping in Stage 2

**NREM 3 or Stage 3**

Stage 3 is characterized by slow brain waves, called delta waves. Stage 3 is deep sleep. Not only does next to nothing
make it in from the outside environment, it is quite difficult to wake up from Stage 3 sleep. Much of the restoring functions of sleep probably occur during Stage 3; it is the stage in which most of the growth hormone is released by the pituitary gland, for example (Obal & Krueger, 2004). Also, most of the enhancement of the immune system that occurs during sleep probably happens in Stage 3 (Bryant, Trinder, & Curtis, 2004). Stage 3 is also the stage in which sleepwalking occurs for some children (some adults, too, but it becomes quite rare the older you get).

**REM Sleep**

In a way, it is good that the fourth stage is not called Stage 4, because it is very different from the other three sleep stages. Besides, it does not generally happen after Stage 3. Instead, in the first few hours of sleep tend to cycle between Stages 1 and 3 a few times. Then later, deep sleep (Stage 3) tends to stop and is replace by REM. The name REM stands for rapid eye movements, which is one of the more noticeable facts about this stage. While you are in REM sleep, your eyes move back and forth rapidly under your eyelids, as if you were watching some scene. A second very noticeable fact about REM sleep, at least to the person experiencing it, is that this is the stage during which most dreaming occurs. In addition, brain waves become faster, more like the awake waves (alpha). Breathing and heart rate increase, almost as if you were awake, and genital arousal occurs. But the body is otherwise motionless, as if paralyzed. It is this mismatch between high internal activity and motionless body that has led some observers to label REM sleep paradoxical sleep.

REM sleep is clearly important—if we are deprived of this stage of sleep, we spend more time in it the next time we sleep—and researchers are beginning to unravel the mysteries of its functions. Because infants and children have a great deal more REM sleep than adults do, it is likely that this stage is important for brain development and for helping us to keep our neural synapses tuned up.

For many years, researchers have suspected that REM sleep helps us to store events into long-term memory (Feldman & Dement, 1968; Chernik, 1972). The results over the years were inconsistent, however. One possibility is that REM sleep is important for procedural memories (for example learning a new physical skill, but not for declarative memories (facts and episodes) in most cases (Rasch & Born, 2013). There is some evidence that REM sleep improves creative problem-solving (Can et al. 2009).

Many researchers have been examining the idea that non-REM sleep is also important for memory, and they have made some important discoveries. For example declarative memory seems to improve with Stages 3, slow wave sleep (Rasch & Born 2013; Wagner et al. 2004). Even the sleep spindles of Stage 2 may help us to store memories (Gais et al. 2001). Thus there is a good possibility that all of the sleep stages are important for memory. Here is a summary of the sleep stages. Note that it does not include information about the role of different stages in different kinds of memory.

<table>
<thead>
<tr>
<th>Sleep Stage</th>
<th>Approximate Overall Time Spent</th>
<th>Brain Waves</th>
<th>Other Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>NREM 1 Stage 1</td>
<td>A few minutes at a time</td>
<td>Theta</td>
<td>Slip in and out, dreamlike images</td>
</tr>
<tr>
<td>NREM 2 Stage 2</td>
<td>50% - 55%</td>
<td>Theta, sleep spindles, K-complexes</td>
<td>Stimuli from outside world unlikely to reach consciousness</td>
</tr>
<tr>
<td>NREM 3 Stage 3</td>
<td>20% - 25%</td>
<td>Delta waves</td>
<td>Stimuli from outside world very unlikely to reach consciousness; sleepwalking occurs in this stage; hard to wake up; boosts immune system</td>
</tr>
<tr>
<td>REM</td>
<td>25%</td>
<td>Rapid brain waves that resemble the awake brain</td>
<td>Rapid eye movements; muscle paralysis; genital arousal; dreaming occurs; may help preserve synapses</td>
</tr>
</tbody>
</table>
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alpha waves: reasonably fast, fairly strong brain waves that occur while relaxed and awake
theta waves: slower and less regular brain waves that begin when we fall asleep
hypnagogic sensations: brief dreamlike images or sensations that occur at sleep onset
sleep spindles: short bursts (about 2 seconds long) of more rapid brain waves that occur during Stage 2 sleep
K-complexes: bursts of a single higher-voltage wave that occur in Stage 2 sleep
delta waves: slow brain waves that occur during deep sleep (Stage 3 and 4)
paradoxical sleep: another term for REM sleep, so named because of the apparent contradiction between high levels of activity inside the body and a motionless body

Dreaming

Perhaps the most interesting observation about sleep is that we become conscious of a whole new world, the dream world, while we are in that state of awareness. As you may have already known, dreaming occurs principally during REM sleep. Although we do experience dreamlike images during other sleep stages, only during REM sleep do the dreams seem to follow some kind of story line. Because they are so interesting, observers have long suspected that dreams serve some important psychological purpose.

Sigmund Freud proposed perhaps the first comprehensive explanation of the meaning of dreams. He believed that dream images reflect the hidden desires and impulses contained in the unconscious, chiefly related to sex and aggression. By dreaming about these impulses instead of acting on them in real life, we could release them safely. Now, you probably realize that our dreams are not entirely filled with images of sex and aggression. Freud, too, realized this. His answer was that these impulses are too threatening for us to even dream about them openly. Instead, dream images reflect these hidden impulses symbolically. For example, according to psychoanalytic interpretation of dreams, long, thin objects, such as sticks or guns, symbolically represent penises, and dreaming about dancing represents sexual intercourse.

Most current researchers reject this kind of dream analysis. Modern content analyses, detailed descriptions of the topics and images of people’s dreams, are a key source of evidence against Freud’s view. For example, a great many of our dreams are reminiscent of worries and concerns that we are conscious of during our waking lives (Domhoff, 1996; 2003; 2010; Hall & Nordby, 1972). Freud also noted that emotions in dreams commonly did not match the content (Freud, 1900). For example, you might be frightened by an everyday event in a dream. Modern content analyses have suggested that Freud was a victim of the confirmation bias, however, noticing only those cases that confirmed what he already believed. In reality, content analyses reveal that the large majority of dream content is accompanied by the appropriate emotions (Foulkes, et al 1988; Merritt et al. 1994).

Many therapists, and more than a few book authors, still enthusiastically embrace a version of symbolic dream interpretation. However, the research that we used to show how Freud’s version of dream interpretation is wrong applies equally well to the more recent versions of symbolic interpretation. The problem does not lie in the possibility that dreams have symbolic meaning. It seems very likely that many dream images do have such meanings for people. The problem is that the meaning probably differs for different people. For example, you may dream about garbage because, as one “Dream Dictionary” puts it, you have something or someone in your life you need to get rid of or “throw out.” But
another individual might dream about garbage because it is Wednesday night, and they have to remember to get the garbage cans out to the front of the yard in time for trash collection on Thursday morning.

It may even be that your dreams are not as weird as you think. If you have three REM stages per night, you probably have a minimum of three dreams per night (remember, we also dream during non-REM stages—Domhoff, 2003). You do not remember them all, so think about which ones are more likely to be remembered. Suppose, for example, that you had four dreams last night. One was about sitting at the breakfast table, eating your typical breakfast of Cocoa Puffs and orange juice. The second was about sitting in psychology class, listening to a lecture about classical conditioning, and the third found you driving to McDonald's for a quick cheeseburger. In the fourth, you rode a flying yellow penguin and were dressed in a flowered tuxedo while you battled a three-headed dragon that shot beams of vanilla, strawberry, and hydrochloric acid ink. Which one do you think that you would remember? This is, of course, the availability heuristic at work. Aspects of an event that make it available to memory will cause us to mistakenly conclude that the event is common. Indeed, research has found that factors such as intensity, vividness, bizarreness, and length are related to the likelihood that a dream would be recalled (Cohen & MacNeilage, 1974; Schredl, 2000). In reality, the most consistent finding from content analyses of dreams is that our dreams tend to be clearly and obviously related to the events that are going on in our waking lives; in other words, they are mundane (Domhoff, 2003; 2010).

We apparently need a theory of dreams that explains not their bizarreness and symbolic meaning but their "ordinariness." Two good candidate theories are the activation-synthesis theory and the more recent neurocognitive theory. According to activation-synthesis theory (Hobson, 1988; Hobson & McCarley, 1977; Hobson, Pace-Schott & Stickgold, 2000), dreams begin when random bursts of neural activity occur in the brainstem while in REM sleep. These neural signals reach the forebrain, especially the limbic system, where the brain tries to weave them into a coherent story. The theory does a pretty good job of explaining why dream images do not really fit together very well; it proposes that our dreams reflect the best job that the brain can do at making sense of a series of random thoughts. The theory has difficulty explaining a few notable observations, however. First, signals from the brainstem may not be essential for starting a dream. Second, not all dreaming occurs during REM sleep. Third, and perhaps most importantly, dreams are not quite random. As we pointed out earlier, there is a strong similarity between the contents of dreams and the events of waking consciousness, and they may not be as bizarre as people think. Even the well-known abrupt changes of scene that occur during dreaming are probably more similar to the way we think when we are awake than it seems at first (Chapman & Underwood, 2000). Have you ever traced your “stream of consciousness”? You might look out of the window and notice that snow is covering the ground. That makes you think about weather, warm weather in fact, so you think about going to Florida. Then, that reminds you that you will be traveling to Florida in a few months to attend a friend's wedding. In the span of 3 seconds, your thinking jumped from snow outside to attending a wedding in Florida months from now, a change that would very likely qualify as an “abrupt change of scene” if it occurred during a dream.

These shortcomings of the activation-synthesis theory led William Domhoff (2003; 2010) to offer a neurocognitive model of dreaming. His theory proposes that a specific neural network is responsible for dreaming; the network is spread through the limbic system, areas surrounding the limbic system, and specific parts of the cortex. Dreams occur when this network becomes active without any external stimulation—in other words, when we are asleep. The idea is that dreaming is a process that is very similar to the way our minds wander when one thought reminds us of another, and another, and another. Many of the brain areas involved in the neural network for dreaming are the same ones that are active during waking cognition. Hence there should be substantial overlap between dreams and waking thought (just as content analyses have indicated that there are). In essence, Domhoff believes that there is nothing particularly special about dreaming. His neurocognitive model essentially considers dreaming an extension of normal waking cognition and consciousness. Although researchers are still very much trying to sort out how dreaming occurs and what it means, the data are beginning to converge and reveal that Domhoff may be right: There are many more similarities between dreaming and waking cognition than first appear.
**Activation-synthesis theory**: a theory that proposes that dreams begin when random bursts of neural activity occur in the brainstem while in REM sleep. These neural signals reach the forebrain, especially the limbic system, where the brain tries to weave them into a coherent story.

**Neurocognitive model of dreaming**: a theory that proposes that a specific neural network in the limbic system, areas surrounding the limbic system, and specific parts of the cortex is responsible for dreaming. Dreams occur when this network becomes active without any external stimulation.

---

**Debrief**

- The individual pieces of information about the sleep stages can be difficult to remember. What strategy can you devise to help you remember and understand them? (For example, you might try to draw a concept map.)
- Think again of some recent dreams. Can you recognize the overlap between your waking thoughts and your dreams more than you did before?

---

### 26.4 Sleep Deprivation

**Activate**

- How much sleep do you typically need per night? How much do you typically get?
- How does lack of sleep affect you?

How much would you pay for an elixir that:

- Increases your energy, eliminates fatigue, and gives you more energy than you ever thought possible.
- Makes you more productive at work or school—you will accomplish more in less time. Friends, colleagues, and associates will marvel at how much you can do.
- Improves your memory, concentration, attention span, reasoning ability, critical thinking skills, vocabulary and communication skills, and decision-making skills. Your increased mental ability will astound your friends and frighten your foes.

But wait there’s more. If you act now, we will include a free sample of elixir that also:
• Improves your mood. You will be less angry and irritable and will have a better sense of humor. You will be more sociable and more interested in socializing.
• Enhances your immune system. You will succumb to viral and other illnesses far less often.
• As an added bonus, improves your physical coordination and makes you a safer driver.

These elixirs leave no bitter aftertaste, have no unpleasant side effects, and are 100% safe and legal. Now, how much would you pay?

As overblown as these claims may seem, the truth is, there is an “elixir” that does all of this and more, and it does not cost you a penny. It is called getting enough sleep.

From a practical standpoint, the most important fact about sleep is probably not that it marks a change in your consciousness or that you spend 55% of the night in Stage 2 or even that it affects memory. Rather, it is that you probably do not experience it enough. In other words, you are probably suffering from sleep deprivation.

The US Centers for Disease Control and Prevention reported that 35% of US adults sleep less than 7 hours per night, the minimum amount they estimated necessary for healthy functioning. Indeed, the National Sleep Foundation (2020) found that 28% of US adults feel sleepy 5 – 7 days per week (yes, essentially every day). And college students are certainly not spared. One multi-university study found that 36% of students sleep less than 7 hours per night. Sleep expert James Maas (1998) once reported that college students frequently score as badly as sufferers of serious sleep disorders on measures of alertness and daytime sleepiness.

Importantly, you do not have to know that you are sleep deprived to be sleep deprived. In one study, a group of college students who averaged 7 hours of sleep per night and who reported that they were not particularly sleepy were encouraged by researchers to get as much sleep as they could for a period of time. The students initially increased the amount of sleep to about 9.5 hours per night before leveling off at a bit over 8. By the end of the research study, the students showed large improvements in alertness, mood, and reaction time (Kamdar et al., 2004).

Some people have been sleep deprived for so long that they think that the way they feel is normal. Students complain that they were put to sleep by a boring professor. Professionals complain that they were put to sleep by a boring after-lunch meeting in a warm room. Half of the adults in the US believe that it is normal to feel so sleepy in mid-afternoon that it is hard to stay awake (National Sleep Foundation [NSF], 2002). In reality, there is only one reason why healthy people fall asleep when they are not supposed to. They are not getting enough sleep when they are supposed to. Well-rested people do not fall asleep when they should be awake. James Maas notes that the “sleep-inducing” situations simply serve to reveal the underlying sleepiness that is already there. So, unintended sleep is the first clue that you are sleep deprived. Researchers and clinicians often use a simple scale called the Epworth Sleepiness Scale to measure sleepiness. The scale (which requires a license to use) asks 8 questions about a person's likeliness to doze off while doing several everyday activities.

James Maas offers a simple 5 question test you can take to estimate if you are sleep deprived. You can access it here.

There are some very serious consequences of sleep deprivation, in addition to the obvious effects on your schoolwork, job, and social relationships. Sleep-deprived people are prone to accidents. For example, medical interns who worked a 24-hour shift every three days made 36% more serious medical errors than they did when working without the long shift and with fewer overall hours (Landrigan et al. 2004). More generally, a recent survey of US parents with children under 10 found that 48% of the parents admitted to driving while drowsy, and 10% admitted that they have actually fallen asleep at the wheel (National Sleep Foundation [NSF], 2004). The National Highway Traffic Safety Administration has estimated that at least 100,000 drivers per year are involved in police-reported automobile accidents (National Safety Council, 2020).

Sleep deprivation also reduces levels of leptin, a protein produced by the body that controls appetite, which may lead to overeating (Flier & Elmquist, 2004). Thus, there is a link between sleep deprivation and obesity, which was demonstrated in a survey of 18,000 adults. Those who got 6 hours of sleep per night had a 23% increased risk of obesity; 5-hour sleepers had a 50% increased risk, and people who averaged 2 to 4 hours of sleep had a 73% increased risk (National Health and Nutrition Examination Survey [NHANES], 2004).
How Much Sleep Should You Get?

Although individuals have different sleep needs, we can make some broad generalizations. Many people think that they can function just fine on 6 or 7 hours of sleep per night. Although that may be true for a small number of people, most sleep experts contend that the majority of us have just gotten used to the lower levels of functioning and quality of life that come along with getting too little sleep. There are occasional cases of people who remain healthy and alert with as few as 3 hours of sleep (Jones & Oswald, 1968). These people are probably extremely rare, however. Some can function reasonably well on 7 hours per night. Many people probably need at least 8, and others need even more.

You can use 8 hours as an approximate starting point to determine your own sleep needs. If you are currently nowhere near 8 hours, take a serious look at the sleep-deprivation effects throughout this section. You are likely to recognize yourself in there. In order to figure out how much sleep you really need, you obviously have to increase the amount that you get and find out how it affects you. It is a very simple concept; you just increase until the sleep-deprivation effects go away. You need to make the changes gradually, however, giving your body time to adjust to even small changes in your sleep pattern. Sleep experts recommend going to bed 15 to 30 minutes earlier than usual for a week. Keep adding 15 to 30 minutes of sleep every week until you can get up in the morning without an alarm clock. That is how much sleep you should be getting, and if you are like most people it is at least an hour more than you currently get.

How Can You Get Enough Sleep?

Over the years, we have not been able to persuade many of our students to increase the amount of sleep that they get. Their main objection is that there are too few hours in the day for them to do everything they need to do. Meeting school, job, and family responsibilities while trying to maintain a semblance of a social life seemingly leave little time to lie in bed unproductively for nine hours per night. In essence, these people cannot accept the idea that when well-rested you are so much more efficient that you can accomplish far more in far less time. Take another look at some of the performance and thinking-related problems associated with sleep deprivation. It really is not outrageous to suggest that if all of these abilities improved—as they very likely would if you got enough sleep—you could accomplish all that you do now, do it in less time, and do it better.

In addition to figuring out your personal sleep needs and doing your best to sleep that much every night, it is important to practice sleep hygiene, essentially habits that promote sufficient restful sleep. Some important habits to cultivate are:

- Make your sleep environment ideal for sleep. The temperature should be on the cool side, perhaps 65 degrees for most people. The room should be completely dark, so blackout curtains or a sleep mask might be necessary. You can also minimize noise distractions by wearing earplugs. Try to use your bed for sleep only.
- Train your circadian rhythms to make you alert when you are awake and not when you are trying to sleep by having a consistent sleep schedule. Try to go to sleep and wake up at the same time every single day, including weekends. Unfortunately, we fear that we have already lost many of you. It is, of course, impossible to do this. You know that there are some nights when you will have to stay up later than usual and some mornings when you will have to get up earlier than usual. But every time you have a significant departure from your normal routine, try to go back to it the next night. It will probably take you a few days to recover from the sleep deprivation fully, but having that routine is the key idea. If you go to sleep and wake up at the same time every day, your body gradually synchronizes itself with this consistent pattern of activity. In other words, your circadian rhythms will exactly match your sleep-wake schedule.
- Make up for lost sleep. This rule is contrary to what many people believe. It is a myth that you cannot make up for lost sleep. Go to bed earlier than usual instead of sleeping in (sleeping in makes it harder to get to sleep the next
night). And do not try to regain all of your lost sleep in one night if you have a large sleep debt.

sleep deprivation: not getting enough sleep
sleep hygiene: habits that promote sufficient restful sleep

Debrief

- Which, if any, current difficulties in your life do you think might result in part from sleep deprivation?
- What changes in your sleep habits do you think would be useful to you?
Let's speculate for a few minutes about what would be the most effective way to improve people's health. For example, if the world community made it a priority to immunize all children, the impact would be amazing. Or perhaps the impact would be greater if we ensured clean drinking water throughout the world. One factor that people often do not think about is improving mental health. The fact is, improvement in traditional "physical" health would be dramatic if mental health were given the attention it deserves. For example, major depressive disorder is probably a contributing factor to at least heart disease and diabetes, among other diseases (Module 29).

At a personal level, there is much about health that is out of your control. Good or bad genes and exposure to dangerous or infectious substances in the environment all make quite significant contributions to whether we are sick or healthy. On the other hand, we can make a dramatic impact on our health by focusing on the factors that are under our control.

We are sure you have heard of the "mind-body" connection. It is not a New Age concept but rather a concept well grounded in the scientific principles about human physiology, behavior, and mental processes. Remember that the mind is simply the brain and that the brain controls the whole body.

There are at least two ways to think about this mind-body connection. The first is to consider the role of psychological stress in physical illness. If people would learn how to manage stress effectively, their physical health would improve. Managing stress may be the single most effective action that is under your control, in no small part because it will also improve other controllable disease risk factors, such as obesity, substance abuse, and sleep deprivation. The second way to think about the mind-body connection is to realize that a great deal of our behavior has a direct impact on our physical health. For example, the types and quantities of food that we eat and the amount of exercise we get are obviously key components of having a healthy life. Psychology has a great deal to offer to help us understand, predict, and control these important behaviors.

This module has four sections. Section 27.1 describes the causes and health consequences of stress, and section 27.2 offers some of the best strategies that research has identified to help us manage stress in our lives. Section 27.3 helps you to understand eating behavior in general, as well as the causes behind the epidemic of obesity that the US is currently experiencing. Section 27.4 offers advice from one of the leading experts on behavior change about how people can make lasting changes to improve their own health.

27.1 Understanding stress
27.2 Coping with stress
27.3 Understanding obesity and eating disorders
27.4 Promoting good health and habits

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 27, you should be able to remember and describe:

- Stress response: fast and slow response, fight-or-flight, tend-and-befriend (27.1)
- Long-term effects of stress (27.1)
- Kinds of stressors (27.1)
- Methods for coping with stress (27.2)
Apply

By reading and thinking about how the concepts in Module 27 apply to real life, you should be able to:

- Identify sources of stress in your life (27.1)
- Recognize fight-or-flight and tend-and-befriend responses in yourself or others (27.1)
- Identify the ways that you already cope with stress (27.2)
- Determine your own BMI and decide whether you are in the health range or not. Speculate about factors that may have influenced the number. (27.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 27, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Describe examples of the way you think about some stressors that you could change to cope with stress (27.2)
- Identify environmental cues that sometimes lead you to eat more than you should (27.3)
- Identify the stage you are in from Prochaska's transtheoretical theory for a problem behavior in your own life (27.4)

27.1 Understanding Stress

Activate

- What are the most important sources of stress in your life?
- How does stress affect you? What are the physical, cognitive, and emotional consequences for you?

If we may be so bold, we would like to suggest that you need to understand stress. By now it has a very bad reputation, as most people have heard that it contributes to physical illness. We fear that many people do not realize just how strong the evidence is, however. On the other hand, it is easy to forget that stress can be good, even necessary sometimes.

Let us start with a definition. Imagine a conversation with a friend who is complaining about her current situation. She tells you, "I have four exams over the next two days, I have to work until midnight, and my car is broken down. I am under a lot of stress." When people use the word in everyday conversation, they tend to refer to the environment itself...
as the stress. For example, the exam is stress. For psychologists, however, the events or situations are stressors, and our response to those events is stress.

Making this distinction is not simply playing with words. It reveals a very important fact about stress, one that you can use to reduce stress in your own life. Quite simply, the very same event may lead to stress for one person and not for another. It is not the event itself that is the stress. Think of a situation like traffic. Many people hate traffic. After an hour on an expressway creeping along at 10 miles an hour, they are often tense, anxious, rushed, and angry. These individuals may be surprised to discover that some people like heavy traffic, however. They consider it one of the few chances during the day to be alone, with no family, work, or school responsibilities. They listen to music, a podcast, or an audio-book and relax. If the traffic-haters could figure out how to look at traffic the way some other people do, and not as a stressor, they could reduce their stress.

Certainly, some general characteristics of events are likely to make them stressors. In short, events that are threatening and uncontrollable are stressful. Say you are confronted with a deadline for an important project at work or school. You can't get out of it. Because of the project's importance and the possibility of failure, you might find it threatening. That threat, combined with your lack of control over the deadline, is likely to make the project very stressful.

The response to stress is physical and emotional arousal. If the arousal is not too severe, many people enjoy the way stress makes them feel. They are energized and alert, and they feel ready to tackle the challenge. This is the well-known “I do my best work under pressure” crowd. Anxiety sometimes affects test performance this way (Module 8). Short-term, mild anxiety leads to better performance than being completely relaxed.

When the stressors become long term or severe, however, the troubles begin. With persistent stress we are forgetful, have difficulty concentrating, are easily moved to anger and depressed moods, and are overly anxious. We walk out of the mall during the stressful holiday shopping season and spend 15 minutes wandering through the parking lot because we cannot remember where we parked the car. We grind our teeth at night (a sleep disorder called bruxism), which can lead to temporomandibular joint disorder (TMJ), a common cause of jaw discomfort, headaches, and dizziness. We have difficulty sleeping and are more likely to overeat and use cigarettes, drugs, or alcohol. But did we really have to tell you this? There is little doubt that being under constant high stress for long periods of time is extremely bothersome. It is also dangerous. To understand how stress makes us sick and even kills us, it is important to know why and how our body reacts to stress.

stress: an individual's physical and emotional arousal in response to a threatening event or situation
stressors: threatening events or situations that might lead to stress

The Stress Response

We have a fast and a slow physical response to stressors, a fact first observed by Hans Selye (pronounced SELL-yay) in the middle of the 20th century (Selye, 1956). The fast response is handled by the sympathetic nervous system, the arousing part of the autonomic nervous system. When your brain recognizes a stressor, the activity of the sympathetic nervous system leads to increased heart rate and blood pressure and reduced digestive activity, among other things (Module 11). Because the nerve endings of the sympathetic nervous system release their neurotransmitters directly to the organs throughout the body, the effects are immediate. One key response is the release of epinephrine, commonly known as adrenaline, by the inside sections of the adrenal glands, which are located on top of the kidneys. Epinephrine and norepinephrine are also released by areas throughout the sympathetic nervous system. When these two chemicals
act directly at synapses, they function as neurotransmitters. Some of the epinephrine and norepinephrine also travels through the bloodstream to affect other areas of the body, so they function as hormones as well (and contribute to the slow stress response described below).

Figure 27.1: Stress response

sympathetic nervous system: the arousing part of the autonomic nervous system
epinephrine: commonly known as adrenaline, it functions as a neurotransmitter in the fast stress response, and a hormone in the slow stress response
adrenal glands: glands located on top of the kidneys; they release glucocorticoids and epinephrine as part of the stress response
norepinephrine: a chemical produced throughout the sympathetic nervous system; it functions as a neurotransmitter in the fast stress response, and a hormone in the slow stress response

The slow response to stress (which is actually pretty fast but just slower than the fast response; it is a difference of seconds versus minutes) is handled by the endocrine system. The hypothalamus sends signals to the pituitary gland, which releases hormones that travel to the adrenal glands. The outside sections of the adrenal glands release hormones called glucocorticoids, along with epinephrine and norepinephrine. Altogether, these three hormones are known generally as the stress hormones.

Essentially, the sympathetic nervous system and the first release of epinephrine and norepinephrine get the stress response started. The immediate neurotransmitter activity from the sympathetic nervous system along with the slightly slower activity that occurs as these chemicals act as hormones take you through the first few minutes of a stressful situation. This fast response keeps you going until the endocrine system can catch up, a few minutes after the onset of the stressor.

endocrine system: the system of glands that releases hormones throughout the body
This stress response, which exists to help animals survive during a physical emergency, has been named the **fight-or-flight response**. Animals, including humans, that can find an extra burst of energy or strength when being attacked by a predator, for example, are more likely to survive. So, the stress response is essentially an evolutionary adaptation. Human ancestors one million years ago who could put on a burst of speed or find the strength to fight off the attacking sabre-toothed tiger were more likely to live and pass on that ability, the stress response, to their offspring.

For many years, researchers considered the fight-or-flight response to be the only stress response that humans have. Shelley Taylor and her colleagues (2000) pointed out that the large majority of research on the physiological responses to stress has been conducted on males, however. When you focus on typical female responses to stress, a different picture emerges. You probably realize that fighting and fleeing are not the only possible ways to survive in the face of a physical threat. In fact, in many situations, they are probably not even the best ways. For example, what if you need not only to survive yourself but to help your offspring to survive as well? You and your offspring might fare better if you focus your energy on seeking the company of other people who can help both you and your offspring to survive. Taylor and her colleagues have named this alternative the **tend-and-befriend response**, and they note that it is quite common in females. They also note that females in many animal species release more of the hormone **oxytocin** in response to stress, and evidence has begun to accumulate of similar effects in human females. Oxytocin appears to play an important role in maternal behavior and affiliative behavior and thus may be the key endocrine response that underlies tend-and-befriend. It is probably fair to say that both men and women exhibit both stress responses, but fight-or-flight seems to be more characteristic of men and tend-or-befriend more characteristic of women (Taylor et al., 2000).

### Why and How Stress Makes Us Sick

There are two basic, serious problems with the stress response in modern humans, whether it is fight-or-flight or tend-and-befriend. First, the stress response is supposed to help us during a physical threat, not a psychological threat. Unfortunately, however, the body reacts the same way to both. Second, the stress response is supposed to take place for a few minutes, not a few weeks. Our stress response evolved to help us face short-term, physical threats, essentially to protect us during an emergency. When we are facing constant psychological stressors, such as a difficult class with daily
demands and frequent high-pressure deadlines, the stress response that is designed to help us escape from a physical emergency is activated for days or weeks on end. Making matters worse, humans' ability to imagine the future leads us to anticipate stressful situations (in other words, to worry), which greatly increases the duration of the stress response, as does our ability to relive the past through our memories. To put it simply, a set of responses that would save our lives in the short term makes us sick and may even kill us in the long term (Sapolsky, 2004).

The list of health risks associated with stress is long and frightening. Most of the risks come from problems with the cardiovascular system and the immune system, but other disorders pop up on occasion, too.

**Cardiovascular Problems**

A major part of the stress response, particularly the fight-or-flight version, involves the faster delivery of blood to areas of the body that need it to face the emergency. The two main ways this happens (via the sympathetic nervous system and the endocrine system) are through speeding up of the heart rate and constricting blood vessels. The result over the long term is very simple, in a way. Basically, the heart and blood vessels wear down from overuse (Sapolsky, 2004). It makes sense that long-term overactivation of the cardiovascular system would lead it to break down; it is like continuously running a car's engine at top speed (while not taking care of it, if you consider poor lifestyle choices a side effect of stress).

The result is that long-term stress is associated with a host of cardiovascular disorders. For example, there is an increased risk of clogging of arteries (known as atherosclerosis), damage to the heart itself, stroke, and sudden heart attack (Brindley, 1995; Kamarck & Jennings, 1991; Rozanski et al., 1991; Waldstein et al., 2004).

**Impaired Immune Function**

Animal research has shown us that stress—created in the laboratory by separating offspring from mother, disrupting the social or physical environment, or introducing predators, for example—leads to reduced immune function and illness (Ader, 2001; Cohen et al., 1992). Although researchers cannot easily conduct similar studies to manipulate the stress level in humans, several human studies have demonstrated a direct link between stress and illness. For example, one team of researchers exposed a group of research participants to the common cold virus. The participants who reported being under more stress were more likely to develop a cold (Cohen et al., 1991; Cohen, et al., 1998; 1999). Other studies have shown a direct effect of stress on the functioning of the immune system (Kiecolt-Glaser et al., 1993).

Although our immune system is very complex, it is based on a simple concept: White blood cells, the major cells that fight against infection, can distinguish between normal cells in our bodies and invading foreign cells (mostly based on proteins on the surface of the cells). When white blood cells detect a foreign substance, they attack and destroy it. Different types of white blood cells have different mechanisms, and they attack different kinds of foreign cells, but the basic idea is the same.

One of the key ways that stress influences immunity is through the increase in glucocorticoids. As odd as it seems, the suppression of immunity appears to be what the stress response is supposed to do. A short explanation and this will make sense. Remember the role of the stress response in helping us to survive during a physical stressor. Soon after the onset of the stressor, immune function increases, just the response you need in order to stave off infection from a bite wound, for example. If the immune system stays "switched on" for too long, however, there is a rebalancing of immune function. Prolonged immune activity increases risk of autoimmune diseases, in which white blood cells begin to attack parts of the body in addition to foreign elements. To protect against an autoimmune response, glucocorticoids begin to suppress immune function after its initial boost. With an extended stressor, the period of suppression overwhelms the initial boost and the result is an overall decline in immune function (Sapolsky, 1998). Other parts of the immune system
do continue to function at a high level, which can cause damaging inflammation throughout the body (Segerstrom & Miller, 2004).

**Cancer**

Researchers have suspected for many years that stress contributes to cancer, judging from animal studies and correlational research with humans. For example, one study found a 3.7 times increased risk of breast cancer for women who experienced major stress, daily stress, and depression (Kruk & Aboul Enein, 2004). Some scientists have concluded that the suppression of the immune system contributes to some types of cancer (Reich et al., 2004). At this point, there is fairly strong evidence allowing us to conclude that stress plays a role in cancer progression. It has been more difficult to establish its role in cancer initiation, but the evidence is growing here as well (Jenkins et al., 2014; Soung & Kim, 2015). As you certainly realize, a cancer diagnosis is extremely stressful for most patients and their families (note how threatening and uncontrollable it is). There is also mounting evidence that psychological interventions can help patients and their families reduce distress and can help patients follow doctor’s orders (Andersen et al., 2004; Cillessen et al., 2019; Spiegel & Kato, 1996).

**A Bit More on Stressors**

Let us finish this section by focusing a bit more on the types of situations that people may find stressful. Again, any event or situation that is perceived as threatening or uncontrollable (or both) will be stressful. Some people find a great many events stressful. And some events are stressful for nearly everybody, such as being the victim of a crime, being involved in a serious accident, or having a close friend or family member die.

Whether other events are perceived as stressful depends more on the interpretation of the person experiencing them. For many people, *daily hassles*, including congested traffic, are a large source of stress (Ruffin, 1993). Daily hassles like financial burdens, social rejection, or ethnic or racial conflict are quite serious. Others seem trivial, such as disliking daily activities, having too many things to do at once, having difficulty dealing with computers, and being bored at work (Hennessy et al., 2000; Kohn & MacDonald, 1992). But the effects of even these trivial annoyances add up. If you personally find an event threatening or uncontrollable (or both), then it will be stressful.

---

**Debrief**

- What are some events that you find stressful that you suspect many other people do not?
- What are some events that many other people find stressful that you do not?
27.2 Coping with Stress

An individual experiencing stressful events, especially major stressors like the death of a loved one or relentless social rejection, should be keenly aware of the dangers of stress and then take action to combat it. The best solution is to avoid stressors, but of course, that often is not possible. This section focuses on some important aspects of coping with stress in these cases.

General Approaches to Coping

Researchers have distinguished between problem-focused coping and emotion-focused coping as general strategies that individuals tend to rely on (Carver, Scheier, & Weintraub, 1989). Some people favor problem-focused coping. They tackle the problem head-on and try to solve it, perhaps by increasing their effort, trying to change a situation, or learning some new skills. People who favor emotion-focused coping seek to manage their distressing feelings. You might think that problem-focused coping seems better, as it is directly intended to solve problems, while emotion-focused coping sounds like avoiding a problem and letting it get worse. You would be right, at least some of the time. People who tend to use problem-focused coping do seem to be better adjusted in general. There are exceptions to the advantage, though. For example, if a problem is unsolvable, managing distress might be the only strategy that can help us cope at all. Also, if the distress itself is too disruptive, it might be necessary to manage it before attempting to solve a problem. The best advice is to be ready to use both strategies when appropriate.

Change the Way You Think About Stressors

Do you want to reduce stress? Simple. Do not find events threatening or uncontrollable. Seriously, one important way to cope with stress is to learn how to think about our world differently. Although this can be difficult to do, it is definitely possible, especially with a little help.

Psychologist Martin Seligman (1990) has adapted techniques from cognitive therapy, which is an effective treatment for depression, and demonstrated how individuals can use them to change their style of thinking to cope better with stress. He notes that many people have a tendency to blame themselves when they experience a negative event, and they believe that it will be permanent and affect many aspects of their lives. For example, if you fail an important exam, you might think that it is all your fault, that you will never be able to pass this or any class, and that you will never be able to have a fulfilling career or social life because of your failure. We are sure you can see how this kind of thinking would make many events seem threatening and uncontrollable.

Importantly, researchers have discovered that stress reappraisal, reframing part of the stress response to change
its meaning, can have remarkable effects. For example, Jamieson et al. (2016) taught students who were enrolled in developmental math courses that the stress arousal that they experienced with exams actually helps their performance. Compared to controls who were told to ignore stress feelings, the students who reappraised, reported less test anxiety and they actually did perform better on exams.

Again, although it is not always easy, learning to recognize these unhelpful styles of thinking and adopting new ones is possible. New ways of thinking can help you to realize that you have more control over situations and can also help you to see situations as challenges rather than threats.

Seek Support

People who have good social connections are better able to cope with stress than those who are isolated. Having a close friend, spouse, or family member on whom they can rely during stressful times literally makes people healthier (House et al., 1988; Case et al., 1992). For one thing, having a social support network can encourage people to engage in healthier behaviors (Helgeson et al., 1998). On top of that, though, the social network itself appears to provide a direct boost to our ability to fight the negative effects of stress, at least according to research on non-human primates (Coe, 1993; Cohen et al., 1992).

You can get similar effects from simulating social support by writing about stressful experiences. When research participants were instructed to write down their thoughts and emotions about traumatic experiences, they had healthier immune systems and got sick less often than participants who wrote about some other topic (Esterling, et al., 1994; Pennebaker, 1989; Smyth, 1998) Writing about stressful experiences has also improved the immune function of people suffering from HIV infection. (Petrie et al., 2004)

Learn to Relax

Although relaxing is a simple concept, it can be difficult to do. You might think that you are relaxing while watching television when in reality you may still be clenching your jaw, hunching your shoulders, and just generally remaining tense.

Getting some advice or instruction about effective relaxation techniques is helpful for most people. For example, you can use biofeedback to help learn how to relax. Biofeedback is simply a tool that allows you to see aspects of your physical state as some visual stimulus, such as a number. You can learn what types of behaviors can change the numbers, thus changing the physical states. Biofeedback systems use various physical cues as signs of stress level, such as muscular tension or fingertip temperature. Perhaps the most easily accessible is heart rate. You can buy an extremely accurate heart rate monitor for as little as fifty dollars. By trying different behaviors, such as deep breathing or releasing tension in your muscles, you can learn the most effective ways to decrease your heart rate.

Other techniques and activities also promote relaxation. For example, you can use STOP or progressive relaxation techniques (see sec 8.3). The STOP technique is an easy way to distract yourself when you are feeling anxious, so you can engage in some relaxation behavior, such as deep breathing. It simply involves mentally telling yourself to “STOP!” whenever you find yourself getting anxious, then devoting yourself to a short relaxation exercise. Progressive relaxation involves tensing and then relaxing different muscle groups in sequence throughout the body. Simpler forms of relaxation also work. Many people are successful at listening to relaxing music, sometimes with progressive relaxation (Pelletier, 2004; Smith & Joyce, 2004). Meditation and yoga may also help reduce stress through relaxation (Canter, 2003; Gura, 2002).
**Increase Physical Activity**

There is little doubt that physical activity, and specifically aerobic exercise, improves our mood and helps us to cope with stress (Glenister, 1996; Yeung, 1996). In essence, exercise allows the body to do exactly what stress is preparing it to do. A survey of over 12,000 adults found that people who exercised least reported feeling the most psychological stress (Ng & Jeffery, 2003). Researchers Rebar, Stanton, and Geard (2015) conducted a meta-analysis of meta-analyses that indicated that physical activity leads to significant reductions of non-clinical anxiety and depression symptoms (these are milder symptoms that are common among people experiencing stress).

Researchers have been able to show how exercise helps. In one study, individuals who underwent six weeks of aerobic exercise had lower physiological responses (blood pressure and heart rate increases) during stress (Spalding et al., 2004). As you probably know, aerobic exercise improves the cardiovascular system by reducing blood pressure and heart rate in general, so these direct reductions during stressful episodes are on top of the overall benefits of exercise.

Perhaps the best news about exercise is that a little goes a long way. If you want to get the full range of cardiovascular, weight control, and stress reduction benefits, you should follow the recommendations of the US Department of Health and Human Services and get 60 minutes of exercise nearly every day (90 minutes if you need to lose weight). However, people gain most of the stress reduction benefits from getting as little as 10 minutes of exercise per day (Hansen et al., 2001). Anyone can exercise this much. All you need to do is purposely park your car at the far end of a parking lot and spend 10 minutes walking briskly to your office, classroom, or workplace, instead of driving around looking for the closest space. Walking back to your car adds another 10 minutes. If you squeeze in one more 10-minute walk, you will have reached another key threshold: The US Department of Health and Human Services reports that 30 minutes of exercise per day will improve health and psychological well-being.

---

**Debrief**

- Which of the strategies in this section for coping with stress are behaviors that you use already? Did you think of them as stress coping techniques?
- Which of the strategies in this section for coping with stress do you not currently use? What, if anything, is preventing you from starting to use them?
Most people are aware that there is an epidemic of obesity in the US. Although there are a number of different ways to illustrate the alarming state of affairs, let us mention two. The US Centers for Disease Control and Prevention reported that the percentage of adults who were overweight or obese rose from 55% in the 1988–1994 period to 72% during 2015–2016. Obese individuals alone increased from 22% to 40% of the adult population. Second, 14% of 2 – 5 year-olds, 18% of 6 – 11 year-olds, and 21% of 12 – 19 year-olds were obese in 2015 – 2016 (CDC, 2019).

A key part of these statistics is the definitions of overweight and obese. They are based on the **body mass index (BMI)**, a measure of weight in relation to height. For example, a six-foot person weighing 200 pounds would have a higher BMI (27.1) than a six-foot person weighing 180 pounds (24.4). According to the Centers for Disease Control (CDC) of the U.S. government, an individual is **overweight** if he or she has a BMI above 25. A person with a BMI of 30 or above is **obese**. So, a 6-foot tall person who weighs 184 pounds would be overweight; one who weighs 221 pounds would be obese. The BMI is only a guideline, however, because it does not actually measure body composition. People who are very athletic and muscular sometimes have BMI’s indicating that they are overweight.

To calculate your own BMI, multiply your body weight in pounds by 705, then divide by your height in inches squared.

---

**body mass index (BMI):** a measure of weight in relation to height; BMI is used to estimate whether an individual is overweight or obese

**overweight:** an official designation that corresponds to a BMI above 25

**obese:** an official designation that corresponds to a BMI of 30 or above

---

Most people are certainly aware that there are health risks of being overweight, but they might not know the scope of the problem. At the risk of overwhelming you, in order to convey the seriousness of the health risks associated with being obese or overweight, let us give you the exact list of physical ailments that are more likely, as reported by the CDC:

- All-causes of death (mortality)
- High blood pressure (hypertension)
- High LDL cholesterol, low HDL cholesterol, or high levels of triglycerides (Dyslipidemia)
- Type 2 diabetes
- Coronary heart disease
- Stroke
- Gallbladder disease
- Osteoarthritis (a breakdown of cartilage and bone within a joint)
- Sleep apnea and breathing problems
• Many types of cancers
• Low quality of life
• Mental illness such as clinical depression, anxiety, and other mental disorders
• Body pain and difficulty with physical functioning

The key question, of course, is why do so many people weigh too much? Although the full explanation is extremely complex, and we will outline quite a bit of that explanation, one of the most important reasons is that our biological need for food and the reasons that we eat are out of sync. For example, if your schedule allows you only 30 minutes to eat lunch every day at 12:00, you might eat every day at 12:00, whether or not your body needs the food.

Because of this very loose relationship between biological need and eating behavior, environmental cues have a large impact on our eating behavior. As a result, many people end up eating more than their bodies require, and the excess turns into extra weight. For example, suppose an individual requires 2,200 calories to maintain her current weight—a typical recommendation for adult women, although age, metabolism, and activity level affect individual needs, as does gender (National Academy of Sciences, [NAS] 1989). The average US adult is estimated to eat over 2,600 calories per day (US Department of Agriculture [USDA], 2002). You can estimate a ballpark weight gain for the woman in the example by doing a little math. One pound of weight is approximately 3,500 calories, so a 2,600-calorie daily eater might gain one pound every nine days. Although this seems extremely fast, the weight gain would be slow enough that the individual might not notice it for a while; it is less than a “just noticeable difference” (see sec 12.3). Three months later, though, she looks up and realizes that she has gained 10 pounds.

Evolution and Obesity

Human beings have some tendencies that served us well 500,000 years ago but get us into trouble in today’s environment. Throughout evolutionary history, our human ancestors were not troubled by the need to keep off weight. On the contrary, hunters and gatherers needed to be able to preserve body weight when food was scarce.

As a consequence, we have effective physical mechanisms for saving energy but not for dealing with excess energy (Hill & Peters, 1998). For example, in response to fasting, our metabolism rate (the rate of energy use) decreases, so that we can function on fewer calories. Of course, this is a major reason that losing weight through dieting is difficult. Our body realizes that far less energy is entering the system—as if there is a drought and we cannot find enough berries to eat—and enters energy-saving mode.

Many people note, correctly, that there is a significant genetic component to body composition. As usual, however, we are not guaranteed anything by our genes. At best, some people are predisposed to being overweight. Indeed, twin studies have demonstrated that increased activity can help people who might be predisposed to being overweight prevent weight gain (Jackson et al., 2020).

Here is another sign that genes play a limited role in our current weight problems: The proportion of overweight adults in the US has skyrocketed over the past 40 years, while our genetic composition has likely changed little if at all in that time (CDC, 2019). Further, as cultures throughout the world adopt more Western behaviors—particularly diet—their rates of obesity increase very rapidly (Hebert, 2005). It is implausible that these changes would have much, if anything, to do with genetics.

Environmental Cues That Promote Weight Gain

Evolution also helps explain why there is little relationship between our need for food and our eating behavior. For our human ancestors, when food was available irregularly and was sometimes scarce, a variety of environmental cues
encouraged them to eat even though they didn't need food at the moment. But these cues hurt us today, when a scarcity of food for most people in the US can be solved by a trip to McDonald's. Many people do not realize how powerful the effects of the "eating environment" are on the amount that we eat. The list of environmental influences on food consumption is enormous, so we will mention only a few of the big—and more surprising—ones.

**Social Environment**

Social norms, the rules that guide us in group situations, often suggest that overeating is the “correct” thing to do (Module 21). For example, in many families, the norm is to “clean your plate because people all over the world are starving and would do anything to have our food.” (we are not quite sure how our overeating would benefit starving people on the other side of the world.) At the same time, in the broader society, the descriptive norm (the behavioral evidence all around us) is that eating lots of food is exactly what many people do. From the person in front of you at the fast-food restaurant ordering two triple cheeseburgers to the family members taking second and third helpings during holiday meals, we are continually reminded that “everyone eats this much.”

**Stress and Emotion**

As you have probably heard, and read in the previous section, stress can lead to overeating. For example, when workers reported more stress in their jobs, they ate more calories, sugar, and saturated fat (Wardle et al. 2000). Researchers have also demonstrated that other intense emotions can influence how much we eat. For example, when people are in a depressed mood, dieters eat more and non-dieters eat less (Baucom & Aiken, 1981). Even good moods can lead people who are dieting to overeat. In one study, dieting research participants who watched a comedy or a horror movie ate more food than those watching a neutral movie (Cools et al., 1992).

**The “Mount Everest” Effect**

In 1923, mountain climber George Mallory explained that he wanted to climb Mount Everest “because it's there.” Similarly, we have a strong tendency to eat food simply because it is there. One survey found that 69% of Americans completely finish their restaurant entrees all or most of the time (American Institute for Cancer Research, [AICR], 2003). The problem is those meals have been growing larger. Both for food served in the home and in restaurants, portion size increased dramatically over the past several decades (Steenhuis & Poelman, 2017). In a study of the Mount Everest effect, researchers allowed participants to eat as many potato chips as they wanted from bags ranging from 28 to 170 grams (28 grams equals 1 ounce, the official serving size for potato chips, which is about 12 to 15 chips). The bigger the bag, the more people ate. Although the potato chip snacks were eaten in the afternoon, the research participants did not correspondingly reduce the amount they ate at dinner, so overall they ended up eating significantly more when they were given the larger bags of chips (Rolls et al., 2004).

Amazingly enough, the Mount Everest effect works even when the food tastes bad. People eating popcorn while watching a movie ate 61% more from a large container than from a small container, even though they had rated the taste unfavorably (Wansink & Park, 2001). It reminds us of an old Woody Allen joke in the movie Annie Hall. He tells of two elderly women complaining about the food at a restaurant. The first one says, “Boy, the food at this place is really terrible.” The other woman replies, “Yeah, I know, and such small portions.”

Even changing the shape of a portion can change the amount that people eat or drink. In a study reminiscent of Jean Piaget's “failure to conserve” demonstrations with preschool-aged children, adults poured and drank larger quantities of
beverages when they were given short wide glasses than when they were given tall thin ones (Wansink & Van Ittersum, 2003).

By the way, George Mallory died trying to climb Mount Everest soon after his famous quotation.

**The Role of Marketing**

Countless attractive aspects of food are continually communicated to us through the marketing of food products. Although marketing messages affect all of us, children are especially influenced. A task force of experts convened by the American Psychological Association reported that an average child saw more than 40,000 television commercials per year, many of which are devoted to food. (The four main categories for children's advertising are toys, cereal, candy, and fast-food restaurants.) The task force noted that children, at least under the age of eight, are unable to critically evaluate ads, so they end up automatically accepting everything in them as true (Kunkel et al., 2004). Researchers have lamented that it is difficult to keep up with the number of advertising messages that reach children today because a great deal of advertising (through online platforms, inserted as part of games, and so on) is very difficult to track (Lapierre et al., 2017). There is no reason to expect that the situation has improved, however.

Signals to overeat and to buy food, hungry or not, work best when they are subtle. For example, marketing messages are more persuasive if you do not realize you are being marketed to—as in product placements in movies and company sponsorships of academic activities in your local elementary school. And if you do not realize that you are eating more potato chips because the bag is bigger, there is nothing to stop you from doing so.

**The Other Side of the Coin: Eating Disorders**

Overall, about 50% of adults in the US are trying to lose weight, including 26% of people who are normal weight or underweight (Martin et al., 2018). Perhaps it is not surprising that, given the difficulty of losing weight and the large numbers of people trying it, some would fall into the trap of going too far. The result is an eating disorder, one category of psychological disorders. There are several specific eating disorders, but the two best-known are anorexia nervosa and bulimia nervosa.

Individuals with **anorexia nervosa** are extremely anxious about being overweight and adopt extreme weight-control measures, such as excessive dieting or exercise. Consequently, the sufferer is extremely underweight. By definition, one can be diagnosed anorexic only if they weigh less than the minimum normal weight (for age, gender, and sexual development level). With anorexia nervosa, an individual's life is literally in danger; serious medical complications can include heart problems, electrolyte imbalance (which can be quite serious), low blood pressure, and increased infections make anorexia nervosa the psychological disorder with the highest mortality rate (Edakubo & Fushimi, 2020). People who are anorexic have distorted views about their own body, which often heavily influences their self-esteem. Many of them thus have symptoms of depression, insomnia, social withdrawal, and anxiety. The very large majority of people who suffer from anorexia nervosa, more than 90%, are female; it typically begins in adolescence (between ages 14 and 18).

**Bulimia nervosa** is characterized by periods of binge eating (eating large amounts of food) followed by some behavior intended to counteract the overeating. Most famously, the counteracting behavior is self-induced vomiting or using laxatives. Other behaviors can be excessive exercise or fasting. Many people who suffer from anorexia nervosa also have symptoms of bulimia, although bulimia can also appear on its own. Because a bulimic person is not extremely underweight, the disorder can be extremely difficult to discover.

Psychological disorders, including eating disorders, typically have biological, psychological, and cultural or environmental causes. The cultural factors are probably most prominent in eating disorders. Eating disorders are prevalent only where thinness is especially valued, such as in wealthy nations where there is plenty of food (Polivy &
Herman, 2002). In addition, specific characteristics of families and individuals are more likely to lead to eating disorders. For example, children who are insecurely attached to their parents are more likely to develop eating disorders (Ward et al. 2000). Individual characteristics, such as low self-esteem, are also related to eating disorders (Fairburn et al., 1997). Eating disorders clearly have a genetic component, as well, although heritability estimates vary widely (33% – 84% for anorexia nervosa; 28% – 83% for bulimia nervosa) (Zerwas et al., 2015).

**anorexia nervosa:** an eating disorder in which the affected individual is extremely anxious about being overweight and adopts extreme weight-control measures. To be diagnosed, the individual must weigh less than the minimum normal weight (for age, gender, and sexual development level)

**bulimia nervosa:** an eating disorder characterized by periods of binge eating (eating large amounts of food) followed by some behavior intended to counteract the overeating

---

**Debrief**

- Come up with examples of a time when each of the following influenced the amount that you ate:
  - Social environment
  - Stress or emotion
  - The Mount Everest effect
  - Marketing messages

---

### 27.4. Promoting Good Health and Habits

**Activate**

- What behaviors do you think you should change in yourself to improve your health? What would it take for you to change?

By now, everyone should know that it is dangerous to smoke and to drink alcohol to excess. Most overweight and obese people realize that they should lose weight, and the message about the importance of healthy food choices has made it to most people. Although it is likely true that some public education efforts will continue to help make people aware of...
problem behaviors, the more interesting question is why people fail to follow the advice. For example, consider exercise. By now, nearly everyone knows that it is important to exercise. According to the US Government’s National Center for Health Statistics, only 23% of US adults meet the minimum recommendations of muscle strengthening two times per week and 150 minutes of moderate aerobic (or 75 minutes of intense aerobic) exercise per week (Blackwell & Clarke, 2018)

Why do people not do what they know that they should? Well, the simple, obvious, and not particularly helpful answer is that it is hard. For someone who currently exercises zero days per week, it can be quite a daunting proposal to have to exercise five days per week for at least 30 minutes, plus two days of strengthening exercises. If a non-exerciser jumps up and decides to run four miles, the immediate consequences of that behavior are not likely to be pleasant. The benefits of exercising, being healthier at some undefined time in the future, are too distant and abstract to provide much of an incentive for many people (Module 6). Similarly, the immediate effects of eating a small portion of a healthy food are a bit unsatisfying to someone who would prefer a big piece of French silk pie. Even when people do manage to lose weight over time, they are frequently disappointed when their bodies do not look like the bodies of models and actors.

One secret to getting people to change their behavior is to discover how people who have been successful did it. Psychologist James Prochaska spent many years examining the question of how people successfully change. He looked for common factors among different psychotherapies that promote behavior change, as well as the strategies and processes used by successful “self-changers” (Prochaska, 1979; Prochaska & DiClemente, 1982; Prochaska et al., 1992). His theory, the transtheoretical theory of change, describes how people progress through five separate stages on the road to successful behavior change, whether the problem is overeating, lack of exercise, smoking, drinking, or any other maladaptive behavior:

**Precontemplation**

This is not really a stage of change as much as a stage in which the individual is not yet ready to change. The individual in the precontemplation stage resists change, perhaps becoming defensive when other people try to help, often not realizing that he or she has a problem, and thinking that it is other people who need to change. For example, a middle-aged man in precontemplation may believe that exercising is overrated and potentially dangerous, citing the research that suggests that there is a significant risk of dying of a heart attack while exercising. (there is an increased risk of sudden heart attack during exercise, but this small temporary increase is more than offset by the overall decrease in risk of death from being in good shape.) A precontemplator’s occasional half-hearted attempts to change are practically guaranteed to fail, and the result is often worse behavior (Prochaska et al., 1994). Do not buy the sedentary man a $1000 membership at the local health club for his birthday. Health clubs make a fortune on people who join and pay a monthly fee to remain a member but never once use the facilities. One study found that over 500,000 people in the United Kingdom had health club memberships that they had never used (Men’s Health, 2004). The immediate goal for the precontemplator is simply to start thinking about changing and thus moving into the next stage. To do this, the individual must become aware of the problem and of his or her defenses against changing. Of course, the precontemplator is not motivated to admit to a problem. Nearly always, the awareness must be raised with the help of the outside environment. For example, a visit to the doctor or the death of a sedentary friend might get the precontemplator to start thinking about the problem. Other times, family and friends play an important role in helping the person become aware.

**Contemplation**

Once our non-exerciser realizes that he has a problem, he realizes that he should change and begins to consider the options seriously. He may actively seek information about the problem and is open to talking and thinking about it.
Commonly, though, people get stuck in contemplation—that is, they continue to think about a problem as a way of avoiding taking any action. On the other hand, a common way to fail is to jump into action before the person has had enough contemplation. Again, the real goal is simply to move on to the next stage. To do this, the person should collect specific information about the problem and potential solutions and begin to set specific goals. For example, the non-exerciser can learn about the relative importance of strengthening and aerobic exercises, as well as the actual recommended levels of each for a man his age. He may decide that he would like to work toward two days of strength training and three days of aerobic exercise per week.

**Preparation**

This stage need not last long, but it is essential to successful change. It is time to turn the goals from the contemplation stage into specific steps. Preparation is also a kind of transition stage, with elements of both contemplation and action. Our exerciser may continue to collect information, as in the contemplation stage, while he begins to draw up a specific exercise plan. At the same time, he may begin to make small changes in his daily activity, such as taking the stairs instead of the elevator or parking his car farther away from the office door every morning before work. A major danger at this point is to try to change too quickly. A non-exerciser who decides after a week of walking the length of the parking lot twice a day that he can try jogging four miles on Saturday morning is not likely to be successful. For this stage, it is enough to make small changes, create a set of specific steps, anticipate some potential problems, and make a commitment to change. The commitment should be specific and public. Then, our non-exerciser may be ready to move on to the fourth stage.

**Action**

Even after successfully making it through the previous stages, the changes will not be easy. If the person has planned for the likely difficulties, however, they can be surmounted. Two key strategies are countering and avoiding. When you counter, you engage in a behavior that is a contradiction of the problem behavior. For example, if our non-exerciser has an urge to plop down in front of the TV, that is the perfect time to go for a walk around the block. When you avoid, you remove the tempting stimuli. If you eat too many cookies, for example, stop buying cookies. You cannot eat them if they are not in the house. It is important to realize that you need not have superhuman willpower (see self control in Module 20) . If our non-exerciser is serious about stopping watching TV, he can unplug it and move it into another room, so that any time he wants to watch it he has to go to the effort of retrieving it and plugging it in. Finally, there are a great many additional techniques that can be borrowed from psychology to help initiate the changes. Perhaps the best are positive reinforcement and shaping from operant conditioning (Module 6). In other words, rewarding oneself for gradually approaching the desired behavior is an excellent strategy that can be used to facilitate nearly any change.

**Maintenance**

During the final stage, one attempts to make the change a permanent part of one's lifestyle. At one level, maintenance is simply a matter of realizing that difficulties, backtracking, and obstacles will continue. It may be necessary to make other changes to help maintain the new behaviors. For example, in order to avoid television in order to find time to exercise, it may be necessary to avoid television at other times as well, so it becomes less of a habit. Our new exerciser may have to change his social routine if his old friends continue to be sedentary.

As our non-exerciser attempts to move from precontemplation through the intermediate stages to action, he will undoubtedly have many opportunities to think about the pros and cons of changing. For example, he may tell himself
that if he begins exercising he will have more energy and sleep better (pro) or that he will have less time for other leisure time activities (con). Successful changers are able to increase their perception of the pros as they move from precontemplation to contemplation and then decrease their perception of the cons as they move from contemplation to preparation to action and finally to maintenance. Our non-exerciser, then, should focus on his perceptions at the right times when he gathers information, thinks about, plans for, begins, and maintains his new regimen of exercise.

**transtheoretical theory of change:** a theory that describes how people progress through five separate stages on the road to successful behavior change

---

**Debrief**

- Recall the behaviors that you identified in the Activate exercise as behaviors you should change. For each one:
  - Which of Prochaska’s stages are you currently in?
  - How do you think you might be able to move yourself to the next stage?
  - What is preventing you from moving to the next stage?
28. Module 28: Introduction to Mental Illnesses and Mood Disorders

Before beginning their first psychology class, many students have the impression that psychology consists solely of therapy for individuals who suffer from mental illness. Some students are surprised to discover that this aspect of psychology is a relatively small part of the total content of the course. On the other hand, even though clinical psychology, the understanding and treatment of mental illness or psychological disorders, is far from the only concern of psychology, it is a very important use of psychological knowledge. Many concepts from other psychological subfields contribute to our understanding of psychological disorders and their treatment. As you will see, insights about the brain and neurotransmitters, classical and operant conditioning, cognition, emotions, motivation, human development, and social psychology have all helped psychologists to understand and effectively treat psychological disorders.

Clinical psychologists spend years learning about the hundreds of psychological disorders that have been described. Obviously, we have to make choices about which disorders to cover in this book. We will cover only the disorders that are the most important to psychology in general, because of their seriousness, commonness, or both. In addition, we will cover a few disorders that have become well known because they are controversial.

This module begins by discussing some general issues about what it means to have a psychological disorder, and how psychologists decide that someone has a disorder and which disorder it is. Then, we will turn to what may be the most common category of disorders, mood disorders.

---

**clinical psychology**: the psychology subfield that deals with the understanding and treatment of mental illness or psychological disorders

---

28.1 “Normal” and “abnormal”
28.2 Major depression and other mood disorders
28.3 Treatments for mood disorders

---

**READING WITH A PURPOSE**

**Remember and Understand**

By reading and studying Module 28, you should be able to remember and describe:

- How psychologists decide if someone has a disorder (28.1)
- Stigmas and stereotyping (28.1)
- General characteristics about DSM-5 (28.1)
- Major depressive disorder: suicide and depression (28.2)
- Bipolar I and II disorders (28.2)
- Biological, psychological, and sociocultural factors in mood disorders (28.2)
• Cognitive-behavioral therapy (28.3)
• Antidepressants (28.3)
• Other treatments for mood disorders (28.3)

Apply

By reading and thinking about how the concepts in Module 28 apply to real life, you should be able to:

• Come up with new examples of bias and stigma against sufferers of psychological disorders (28.1)
• Recognize examples of major depressive disorder and bipolar disorder (28.2)

Analyze, Evaluate, and Create

By reading and thinking about Module 28, participating in classroom activities, and completing out-of-class assignments, you should be able to:

• Identify misperceptions or negative attitudes that you might hold toward people who suffer from psychological disorders (28.1)
• Recognize and appreciate the differences between a depressed mood and major depressive disorder (28.2)

28.1. “Normal” and “Abnormal”

Activate

• What are some slang terms used to describe people who suffer from psychological disorders? Why do you think it is often still acceptable to use many of these terms?
• Who do you think decides that someone has a mental disorder? On what basis are such decisions made?

Psychological and mental disorders are more common than you might think. In 2017, 971,000,000 people around the world (12.7% of the world population) suffered from one (GBD, 2017). These disorders can be either contributing causes or consequences of a wide range of medical conditions, such as heart disease, cancer, diabetes, and HIV/AIDS. The WHO estimates that approximately 80% of worldwide sufferers receive no treatment. Because so few people worldwide have access to treatment for mental and psychological disorders—even though many effective treatments exist—one could argue that an effort to expand mental health programs might be the single most effective way to improve the overall health of the world’s population.
How Psychologists Decide That Someone Is “Abnormal”

As we are sure you are aware, there is an absolutely limitless set of possibilities for human behavior and mental processes. Consider anxiety, for example. People can range from completely calm to wildly panicked, and it is not difficult to imagine behavior at thousands of points between the two extremes. At what point do you draw the line and say everyone on this side is normal and everyone on that side is disordered? This is essentially a subjective decision (that is, one for which different observers might disagree), opening up the whole process of defining disorders to controversy from the very first moment.

Psychologists have come up with a set of criteria that can be used to make the decision more objective:

- **How unusual and unexpected the behavior is.** If someone is doing something that is completely out of the ordinary, it might be evidence that he or she is abnormal. As Oliver Wendell Holmes once said, “If a man is in a minority of one, we lock him up.” On the other hand, as Gandhi said, “Even if you are a minority of one, the truth is the truth.” Try to remember the Gandhi quotation when you are tempted to judge people simply because they are doing something unusual. The first thing you might look for is an indication of whether the unusual behavior is justified or expected given the situation. For example, a panic attack in the middle of a mall might be unusual, but it might be quite justified if you are an 8-year old child who has lost his parents. It might also be expected if you were the parent who was looking for the child.

- **How distressing the behavior is to the person who is doing it.** A person who experiences frequent attacks of panic is likely to report that the attacks are very upsetting and that they interfere with life in important ways. Likewise, an individual who cannot get out of bed because of major depressive disorder would probably report being bothered by the inability to function. Again, however, we cannot use this criterion to make a final judgment. Some disordered behavior is characterized by a lack of distress. For example, people who suffer from antisocial personality disorder are not bothered by their aggressive and mean behaviors at all. Also, psychologists may judge that behavior is abnormal if the individual is unable to meet the demands of daily functioning, even if the behavior is not distressing.

- **Whether the behavior is dangerous or damaging.** As you know, many common behaviors are dangerous. For example, according to the US Surgeon General, cigarette smoking is responsible for over 480,000 deaths per year in the US alone; the US Center for Disease Control and Prevention reports that smoking will kill or disable half of all regular smokers. Smoking is undoubtedly dangerous and damaging. The behavior is not exactly unusual, however, as over 34 million adults in the US smoke cigarettes. Also, for many smokers, the behavior is only mildly distressing, if at all. On the other hand, a depressed individual who is suicidal is engaging in unusual, unexpected, distressing, and dangerous behavior and would be clearly judged disordered. Similarly, a person who has a severe attack of panic every time he even thinks about a vehicle and cannot work as a result is exhibiting unusual, unexpected, distressing, and damaging behavior.

These criteria remove a great deal of the doubt when trying to decide whether someone is “normal” or “disordered,” but they are not perfect. Remember that “unusual” is not the same as “disordered.” Keep in mind also that these criteria are considered in combination. One of them alone is probably not sufficient (unless it takes an extreme form) to justify a “disordered” label.

**Stigmas**

Unfortunately, assigning the label “abnormal” or “disordered” to a person brings with it a whole host of problems, commonly referred to as stigmas. The dictionary definition of stigma is a mark of disgrace or infamy or a bad or objectionable characteristic. If the stigmas were based in reality, it would be difficult to object to them. Let us pose the
issue another way, though. In the language of social psychologists, people who suffer from psychological disorders are victims of stereotypes, prejudice, and discrimination (Module 21). In other words, the *stigmas* are probably not based in reality but rather in preexisting notions about how people should be treated based on superficial information. Forming a stereotype based on incorrect information and applying the stereotype to all members equally is just as unfair to people who suffer from psychological disorders as it is to victims of racial, gender, socioeconomic, and other stereotypes.

**stigma:** a mark of disgrace or infamy or a bad or objectionable characteristic

**The effects of stigmas and labels**

Throughout history, psychological disorders have been misunderstood and feared, a situation that is quite conducive to the development of stereotypes. Probably the most common conception historically was that people suffering from some kind of mental disorder were possessed by evil spirits. There is evidence that in ancient times, individuals received “treatment” by having someone drill into their skull to release the evil spirits, a procedure known as *trephination*. In the 19th century, people suffering from psychological disorders were commonly placed in asylums, facilities that resembled prisons more than anything else. In essence, the goal was to keep the psychologically disordered away from everyone else.

A 2012 meta-analysis of nationwide representative surveys from around the world found that although the public’s knowledge about mental illness has increased a great deal since the 1950’s (the date of the first survey), the social stigma of mental illness has not declined much. The problem is that at least one key stereotyped idea about the psychologically disordered remains as strong as ever: that individuals who suffer from psychological disorders are likely to be violent. In fact, the belief in violence is even stronger in recent times than it was in the 1950s (Phelan et al. 1997; Vaughan & Hansen, 2004). Observers have noted that this deterioration may be largely a result of news reports and entertainment media (Phelan et al., 1997; Heginbotham, 1998; Angermeyer & Matschinger, 1996). Just think about all of the movies over the years that have depicted violence inflicted by people who suffer from psychological disorders, from *Psycho* to *Silence of the Lambs* to *Split* to *The Joker*.* A Beautiful Mind* notwithstanding, movies overwhelmingly portray psychologically disordered people as violent aggressors and homicidal maniacs.

This would not be much of a problem if it were true, but studies show that the relationship between serious psychological disorder and violence is weak (Pilgrim & Rogers, 2003). People who suffer from serious psychological disorders are only a little bit more likely to commit violent acts than the general population is. The overall risk of violence at the hands of people who suffer psychological disorders is—just as it is from members of the general population—very low (Swanson et al., 1990).

When a mentally disordered person does become violent, the cause may be failure to take prescribed medications (Swartz et al. 1998). Also, one of the most important variables that predict violence in the disordered population is substance (alcohol and drug) abuse (Pilgrim & Rogers, 2003). This is very interesting because alcohol abuse is linked with aggression in the general population as well (Module 20). A main reason that violence is (slightly) higher among the psychologically disordered population is that rates of substance abuse are higher in that group (Regier et al., 1990). Again, however, even among psychologically disordered individuals who abuse substances, most do not become violent (Steadman et al., 1990).

Even on the rare occasions that psychologically disordered individuals do turn violent, they typically attack family members or other people that they know (Eronen et al., 1998; Lindqvist & Allebeck, 1989). You are at very little risk of being the victim of a homicidal attack by a stranger with mental illness. A great deal of the stereotypes and stigma
associated with psychological disorders thus stems from an unrealistic fear of violence, a fear that comes largely from the misapplication of the availability heuristic, the tendency to judge the frequency of an event by how easily instances can be brought to mind.

With that in mind, let me offer the “other side of the coin,” an alternative world in which the media choose to focus on the remarkable accomplishments of some individuals who suffer from psychological disorders, not on their potential for violence. We might have a very different view of these disorders indeed. For example, consider the following list:

<table>
<thead>
<tr>
<th>Person</th>
<th>Profession/Known For</th>
<th>Psychological Disorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>John Nash</td>
<td>Nobel prize–winning mathematician</td>
<td>Schizophrenia</td>
</tr>
<tr>
<td>Kanye West</td>
<td>Musician</td>
<td>Bipolar disorder</td>
</tr>
<tr>
<td>Jim Carrey</td>
<td>Actor</td>
<td>Depression</td>
</tr>
<tr>
<td>Abraham Lincoln</td>
<td>US president</td>
<td>Depression</td>
</tr>
<tr>
<td>Ernest Hemingway</td>
<td>Writer</td>
<td>Bipolar disorder</td>
</tr>
<tr>
<td>Vincent Van Gogh</td>
<td>Artist</td>
<td>Bipolar disorder</td>
</tr>
<tr>
<td>Emily Dickenson</td>
<td>Poet</td>
<td>Depression</td>
</tr>
<tr>
<td>Sylvia Plath</td>
<td>Writer</td>
<td>Depression</td>
</tr>
<tr>
<td>Karen Carpenter</td>
<td>Musician</td>
<td>Anorexia nervosa</td>
</tr>
<tr>
<td>Virginia Woolf</td>
<td>Writer</td>
<td>Depression</td>
</tr>
</tbody>
</table>

Please note: Unless an individual has made a disorder public—as in the cases of Jim Carrey and Kanye West, for example—we cannot be certain about whether someone had a disorder or not. We can be fairly confident by examining details about their lives, but it can be difficult to pinpoint which disorder a person has or had.

Another important source of misunderstanding about psychological disorders is related to the dualism-monism distinction (Module 26). Because some people believe in dualism—in other words, that the mind and body are separate—they tend to think of physical disorders and mental disorders as different kinds of disorders (although that is one specific area where knowledge has increased over the years). Saying to a mentally disordered person that something is “all in your mind” implies that the problem is imaginary, as if the mind is not real.

_trephination_: an ancient “treatment” for psychological disorders that involved drilling into the skull to release evil spirits

_Concrete Effects of Stereotypes and Labels_

The stigmas associated with mental illness have real-world consequences. For example, researchers found that mothers who suffer from psychological disorders are more likely to be judged unfit parents simply because of their diagnosis rather than because of the way they treat their children (Benjet, Azar, & Kuersten-Hogan, 2003). Stigmas also commonly prevent people from seeking the treatment that could help them. For example, a systematic review of 144 studies found that stigmas associated with mental illness was one of the top barriers to treatment that people who suffer from psychological disorders face (Clement et al., 2014).
Diagnosing Disorders: The DSM-5

When a psychologist or psychiatrist needs to figure out which, if any, specific disorder an individual has, he or she uses criteria that are laid out in the book *Diagnostic and Statistical Manual of Mental Disorders*, which is published by the American Psychiatric Association. The current edition of the book, published in 2013, is the 5th; it is abbreviated DSM-5 (or sometimes just DSM).

DSM-5 is essentially a checklist, a list of symptoms only (and how long they need to be present), which makes it seem as if it would be easy to use to classify people. Do not give in to the temptation to pick up the DSM (which is probably in your school's library and is available in online editions) and diagnose your friends, however. The DSM was designed to be used by trained professionals, and application of the criteria requires substantial clinical judgment. Psychological tests also play a role in making decisions. The problem is that the categories have fuzzy boundaries. Although some clear cases are fairly easy to judge, many people present symptoms that could place them into a number of different categories of disorders. Also, many disorders occur together with other disorders, making it very difficult to reach a definitive diagnosis.

Compounding the difficulty of using the DSM-5 criteria is the fact that clinical judgments are not perfectly reliable; in other words, diagnoses using the DSM-5 are not always consistent from one clinician to another. Each new edition of the DSM is an improvement over the previous editions, and judgments that clinicians make for most diagnostic categories now have good reliability. That said, DSM-5 has been criticized for encouraging false positive diagnoses (a diagnosis of a disorder when none exists). Many disorders, such as major depressive disorder, bipolar II disorder, and attention deficit and hyperactivity disorder in adults now require lower thresholds to receive a diagnosis in DSM-5 compared to earlier editions. Although this is likely to pick up some genuine cases that would have been missed using the earlier criteria, it is also likely that false positives will occur as a result (Wakefield, 2016).

For each type of disorder, the DSM-5 describes both central features, the features that are most important for diagnosis, and associated features that can help a diagnosis. These secondary features are common to the disorder but may be less helpful because they occur in fewer cases than the central ones or occur in many different disorders (making them less useful for determining which disorder a person may be suffering from). The DSM-5 also gives information about prevalence, risk factors, available diagnostic measures, the way the disorder progresses, and information to help distinguish similar disorders.

There are twenty major categories of disorders in the DSM-5, covering about 150 different possible diagnoses.

---

**Figure 28.1: Twenty major categories of disorders in the DSM-5**

---

<table>
<thead>
<tr>
<th>Neurodevelopmental Disorders</th>
<th>Obsessive-Compulsive and Related Disorders</th>
<th>Elimination Disorders</th>
<th>Substance Use and Addictive Disorders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schizophrenia Spectrum Disorders and Other Psychotic Disorders</td>
<td>Trauma- and Stressor-Related Disorders</td>
<td>Sleep-Wake Disorders</td>
<td>Neurocognitive Disorders</td>
</tr>
<tr>
<td>Bipolar and Related Disorders</td>
<td>Dissociative Disorders</td>
<td>Sexual Dysfunctions</td>
<td>Personality Disorders</td>
</tr>
<tr>
<td>Depressive Disorders</td>
<td>Somatic Symptom Disorders</td>
<td>Gender Dysphoria</td>
<td>Paraphilic Disorders</td>
</tr>
<tr>
<td>Anxiety Disorders</td>
<td>Feeding and Eating Disorders</td>
<td>Disruptive, Impulse Control, and Conduct Disorders</td>
<td>Other Disorders</td>
</tr>
</tbody>
</table>
Becoming familiar with all these diagnoses and being able to tell which apply to a particular client is one of the challenges of becoming a professional clinical psychologist.

**DSM-5:** Diagnostic and Statistical Manual of Mental Disorders, 5th Edition. This is the book that psychologists and psychiatrists use to diagnose psychological disorders.

---

**Debrief**

- Try to think of some examples of when you may have perceived someone differently because of a label (even if it was not a label relating to a psychological disorder).
- What ways can you suggest that society could change some of the negative attitudes toward people who suffer from psychological disorders?
- What ways can you help change some of the negative attitudes toward people who suffer from psychological disorders?

---

### 28.2. Depressive and Bipolar Disorders

**Activate**

- If you have never suffered from major depressive disorder, how would you characterize the differences between a depressed mood and clinical depression?
- If you have suffered from major depressive disorder, how would you describe the differences between a depressed mood and clinical depression?

It is difficult to avoid the conclusion that mood disorders are the most important psychological disorders. Mood disorders have a disturbed mood as the main feature. They include depressive disorders, such as major depressive disorder (commonly called depression) and persistent depressive disorder, and bipolar disorders, along with a few others.

Mood disorders are among the most common disorders. 264 million people worldwide suffer from depressive disorders, with 163 millions suffering from major depressive disorder alone (GBD, 2018). In the US, about 17% of the population can expect to suffer from at least short-term depression during their lives (Kessler et al., 1994). Throughout the world, women are twice as likely as men to suffer from depression (Nolen-Hoeksema, 2002). College students are at particularly high risk. In one recent survey of over 30,000 college students in the US, 41% reported at least moderate...
depression (based on answers to a survey designed to detect it), including 21% whose depression was rated as severe (Duffy et al., 2019).

Depression touches many aspects of the lives of people who suffer from it, as well as the lives of friends, family, loved ones, and coworkers. Depressive disorders are the third of the leading cause of disability in the world (GBD, 2018). They are also a risk factor for cardiovascular illness, suicide, and other serious diseases.

**mood disorders**: a category of psychological disorders that have a disturbed mood as the main feature. They include depressive disorders and bipolar disorders from the DSM-5.

**Depressive Disorders**

It is a rather unfortunate coincidence that the English language uses the same word, *depression*, for a short-term, mildly sad feeling and a serious medium- or long-term psychological disorder. It is entirely natural for a person who is not suffering from major depressive disorder to say, “I’m depressed.” The surface-level similarity between a “depressed mood” and “depression” leads people to some serious misconceptions about the disorder. For example, when a healthy person feels depressed, she may be able to distract herself with some pleasant activity or otherwise reverse the feeling so she feels better. It is not difficult to imagine that this person would then wonder why someone suffering from clinical depression cannot do the same thing.

You can use your experiences of depressed moods to imagine what depression might feel like, but we should caution you: Depression is a complex disorder, and there are very many possible symptoms, so there really is not a “typical” profile.

Depression often goes away by itself, a fact that also leads some people to doubt that it is a true disorder. "How could it be a real illness," they wonder, "if it goes away on its own?" We must confess, we have never understood this argument. Very many diseases and disorders go away on their own at least occasionally, for example, colds, the flu, and rashes; that is what our immune system is supposed to do, to make diseases go away. That does not make the diseases any less "real," however. Even cancer sometimes spontaneously goes into remission. By the way, it is probably more correct to call depression's disappearance a remission rather than a cure, because it frequently recurs after it goes away.

**What Does Depression Look Like?**

To be diagnosed with major depressive disorder, the DSM specifies that a person must have at least one major depressive episode: 2 or more weeks of either of these five of the following nine symptoms (but at least one of the first two is required):

1. Depressed mood, most of the day, nearly every day (can be irritability in children and adolescents)
2. Loss of interest or pleasure in nearly all activities (this is called *anhedonia*)
3. Weight loss when not dieting, or decrease or increase of appetite
4. Insomnia or *hypersonnia* (sleeping too much)
5. Psychomotor agitation or retardation
6. Fatigue or loss of energy
7. Feelings of worthlessness or inappropriate guilt
8. Difficulty concentrating, making decisions
9. Recurrent thoughts of death or suicide (suicide ideation), or suicide attempt or plan

You might note that depression hits us with emotional and motivational symptoms, physical symptoms, and cognitive symptoms, thus spanning an extraordinary range of our everyday functioning.

This is a notable list of symptoms in another important respect, too. There are nine possible symptoms, three of which do not specify the direction of the change in behavior; sleep, appetite, and activity level might increase or decrease. In addition, people from different cultures tend to report different symptoms when they experience depression. For example, people from Latino/Latina and Mediterranean cultures often report “nerves” and headaches; people from Asian cultures report that they are weak, tired, and unbalanced. As you might guess, it can be quite difficult to recognize depression. Which of these two individuals would you say is depressed: Joe, a 27-year-old graduate student who has been sad and feels worthless, spends most of the day sleeping or sitting on the couch, and has been eating more than he usually does for the past month? Or Jennifer, a 17-year-old high school junior unexpectedly quit the cross country team, and has been irritable and feeling overly guilty about an argument she had with her mother three weeks ago and is unable to sleep, eat, or sit still? In truth, both could be suffering from depression.

Many additional symptoms, such as anxiety and worrying, obsessive thoughts, phobias, panic attacks, and physical pain, often occur along with depression. Many people report difficulty with their social relationships, marriage, sexual functioning, occupation, or school. Also, increases in alcohol and drug use are common. Finally, when children have depression, they are more likely to suffer physical symptoms, irritability, and social withdrawal.

**Depression and Suicide**

It is worth spending some time on one specific symptom of depression, the recurrent thoughts of death or suicide. As we are sure you realize, some depressed individuals act on those thoughts. The CDC reports that suicide is the 10th leading cause of death in the US and the 2nd highest cause of death for people ages 15 to 24, behind only accidental death. (Note these estimates do not include deaths from COVID-19.) Although no one can know for sure, it is estimated that for every completed suicide, there are 8 to 25 attempted suicides. Three times as many women as men attempt suicide, but four times as many men as women die by suicide. The difference in completed suicides appears to be largely a result of the different methods that men and women choose; in particular, women are more likely than men to ingest poison, whereas men are more likely than women to choose a more deadly method, such as shooting.

Suicide is clearly related to depression, but the two are not synonymous. The large majority of people who suffer from depression do not attempt or complete suicide. On the other hand, the more serious the depression and the more suicide thoughts present, the more likely suicide is. Also, if you look at people who do commit suicide, 60% of them suffered from a mood disorder. This can be confusing, so let us repeat it another way that highlights the difference between the points:

- If someone has a mood disorder, he or she probably will not commit suicide.
- If someone commits suicide, he or she probably had a mood disorder.

It is very difficult to predict that a person suffering from depression will commit suicide because the same pattern exists between suicide and other risk factors as well. For example, a very small percentage of people who abuse drugs and alcohol commit suicide, but a larger percentage of people who commit suicide had abused drugs or alcohol. Other factors that increase the risk of suicide include impulsiveness, aggressive tendencies, previous suicide attempts, family history of suicide, and previous sexual abuse (NIMH, 1999). Also, some individuals, especially people under 24, attempt suicide after the suicide of a close friend or a celebrity, a phenomenon known as suicide contagion (CDC, 2002; Gould et al., 2003; Poijula et al., 2001).

The bottom line: If an individual reports that he or she has been thinking about suicide, you must take the comment...
seriously. Although most people who communicate that they are thinking about suicide do not follow through, most who commit suicide did communicate their intent in advance.

**Anhedonia**: loss of interest or pleasure in nearly all activities  
**Hypersomnia**: sleeping too much  
**Suicide contagion**: an individual's attempt at suicide following the suicide of a close friend or a celebrity  
**Suicide ideation**: recurrent thoughts of death or suicide

---

**Persistent Depressive Disorder**

You can think of persistent depressive disorder as a long-term milder form of depression. To be diagnosed, an individual must have a depressed mood most of the day for more than half of the days for two years or more. In addition, two of the following symptoms are required:

- Poor appetite or overeating  
- Insomnia or hypersomnia  
- Low energy or fatigue  
- Low self-esteem  
- Difficulty concentrating or making decisions  
- Feelings of hopelessness

---

**Bipolar Disorders**

You may know bipolar disorder by its older name, manic-depression. You probably think of it as the disorder in which an individual has periods of mania interspersed with periods of depression. It is a bit more complicated than that though. There are two main types, bipolar I disorder and bipolar II disorder. They are distinguished by the presence of a **manic episode** or a **hypomanic episode**, and by whether a major depressive episode is required or not.

A diagnosis of bipolar I disorder requires a manic episode only. A major depressive episode is not required (but the large majority with Bipolar I do end up having one or more). A manic episode consists of one week of abnormally elevated or irritable mood and increased goal-directed activity or energy. In addition, three of the following symptoms are required (four if the mood is only irritable):

- Inflated self-esteem or grandiosity  
- Decreased need for sleep  
- More talkative than usual  
- Racing thoughts  
- Distractibility  
- Increase in goal-directed activity or psychomotor agitation  
- Excessive high-risk behavior (e.g., buying sprees, sexual indiscretions)
Sometimes people have delusions, or false beliefs, when they are experiencing a manic episode. For example, an individual might believe that she can run a marathon without any training. It is also very common for someone experiencing a manic episode to deny that they are ill or need treatment.

A diagnosis of bipolar II disorder requires at least one hypomanic episode and major depressive episode (exactly the same as in major depressive disorder). A hypomanic episode is a four day period over which a person experiences the same symptoms as required for a manic episode.

**manic episode**: the active phase of bipolar I disorder. Often involves high energy and good mood; it can also include irritability, inflated self-esteem, feelings of grandiosity, and delusions.

**delusions**: false beliefs

**hypomanic episode**: a four day period over which a person experiences the same symptoms as required for a manic episode

---

**Causes of Depression and Mood Disorders**

Befitting such hard-to-pinpoint disorders, the causes of depression and other mood disorders are complex. Biological and genetic factors are both involved, as are psychological and sociological factors. Because the concepts are complex but similar across different specific disorders, we will focus on major depressive disorder to illustrate the ideas and keep information at a manageable level.

**Biological Factors**

Many people have heard that depression is caused by a “chemical imbalance in the brain.” Honestly, that is not a very useful statement, though, as the changes that we have observed in people who suffer from depressive disorders are profound. Oakes et al. (2016) identified at least 34 separate brain areas that have been shown to be affected in major depression. Two of the key ones appear to be shrinkage of the hippocampus and cingulate cortex.

In addition, there appears to be something abnormal with neural transmission, notably in circuits involving pre-frontal cortex and limbic system. Reduced levels of several different neurotransmitters have also been observed, including GABA, glutamate, serotonin, norepinephrine, and dopamine. In some cases, particularly for serotonin, faulty receptor sites have also been identified.

Whew! Now we think you can begin to understand why depression has such a wide array of possible symptoms (and, as you will see, only moderately effective treatments).

Even if we had a perfect account of the neurotransmitter and brain activity involved in depression, we would still not have an explanation of the disorder. What we would have is a detailed description of the disorder at a very fine level. A description tells you what a phenomenon looks like, while an explanation tells you how or why the phenomenon occurs. To get an explanation of depression, we would need to know why these brain and neurotransmitter changes occur.
Genetic and Epigenetic Factors

There is solid evidence that mood disorders have a genetic component, which by now should come as no surprise to you. Reviews of behavior-genetics research have discovered heritabilities around 37% for major depressive disorder. The environmental contributions appear to come largely through individual environments, rather than through environmental conditions that are common to all members of a family (Lohoff, 2010). Given the complexity of depression, it probably comes as no surprise to you that no single gene variations have been implicated in all, or even most, cases of depression. Genes involved in serotonin transport and reception have been cited frequently as important candidates, however. A recent review has also suggested that epigenetic changes in DNA expression are indeed associated with depressive disorders (Li et al., 2019). There are few longitudinal studies, however, so it is not yet clear if these epigenetic changes are causes or consequences of depressive disorders.

Psychological Factors

Depressive episodes often follow stressful experiences. Of course, that does not mean that everyone who has a stressful experience will develop depression. We can begin to understand and predict who will, however, if we consider the role of genes. In essence, we can think of depression as an example of a gene x environment interaction (Module 10). For example, one line of research has found that individuals who had a particular version of a gene related to serotonin were likely to develop depression but only if they experienced serious life stressors (Caspi et al., 2010; Caspi et al., 2003). The researchers noted that many people who have the gene do not ever develop depression, and others who do not have the gene do develop depression. Clearly, something is still missing from the explanation. One likely possibility is that additional genes are involved.

A second possibility, also likely, is that cognition is involved. The thoughts of worthlessness and hopelessness that accompany depression are, for many sufferers, extreme versions of the kinds of thoughts that they have had for many years. Many researchers believe, then, that a negative style of thinking is not simply a symptom of depression but is a contributing cause. In other words, some people develop a habit of thinking in ways that make it more likely that they will develop depression.

Imagine that you are doing poorly in school and nothing you try is working. You devote every waking moment to studying or attending class, you spend many hours with your professors and in your college's academic assistance areas, and you even hire a private tutor. Still, your grades do not improve one bit. Many people would finally give up, as they come to believe that nothing they can do will make a difference. In effect, they learn that they are helpless. This idea is one of the most important discoveries about the kind of thinking that puts people at risk for depression. Martin Seligman and his colleagues discovered it in the 1960s in some famous research with dogs.

The researchers placed two dogs in an apparatus that administered electric shocks. One dog was able to stop the shocks by pressing on a panel. This is a simple example of negative reinforcement, and the dog quickly learned to avoid the electric shocks and suffered no ill effects. The other dog was connected to the same shock generator as the first dog. This second dog received electric shocks whenever the first one did, but this dog did not have the ability to control the shocks. Although the two dogs received the same amount of shock, only the second one showed any negative effects. This dog essentially gave up and became passive and lethargic, much like a depressed person. Even if the dog could later escape the shocks, it made no effort to do so (Seligman & Maier, 1967). Seligman called the phenomenon learned helplessness.

Seligman and his colleagues have combined this concept with some of their concepts about optimism (Module 25). They have observed how differently optimists and pessimists look at the things that happen to them:
Perception of Successes and Failures by Optimists

<table>
<thead>
<tr>
<th>Successes</th>
<th>Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are my fault (personal)</td>
<td>Are someone else's fault</td>
</tr>
<tr>
<td>Affect many other areas of life (pervasive)</td>
<td>Are specific to this experience</td>
</tr>
<tr>
<td>Last forever (permanent)</td>
<td>Last forever (permanent) Are temporary</td>
</tr>
</tbody>
</table>

Perception of Successes and Failures by Pessimists

<table>
<thead>
<tr>
<th>Successes</th>
<th>Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are someone else's fault</td>
<td>Are my fault (personal)</td>
</tr>
<tr>
<td>Are specific to this experience</td>
<td>Affect many other areas of life (pervasive)</td>
</tr>
<tr>
<td>Are temporary</td>
<td>Last forever (permanent)</td>
</tr>
</tbody>
</table>

When an individual learns that he is helpless in a specific situation, he tries to explain why (Abramson et al., 1978). If he has a pessimistic style of thinking—he blames himself, thinks that it will affect other areas of life, and thinks it will last forever—he is likely to generalize the helpless feeling to many other situations. The result is a generalized learned helplessness and a very high risk of depression. This link between depression and thinking style has been demonstrated in a great deal of research (Abramson et al., 2002).

**learned helplessness**: a phenomenon in which an individuals might become depressed because they learn that they have no control over their situation and give up

**Sociocultural Factors**

One way to think about the role of sociocultural factors in depression is to realize that when significant life stressors that can influence individuals become increasingly common, they cross over to become cultural factors. Let us consider two briefly. First, we have already seen that a life event like unemployment can lead to long-term changes in happiness (Module 25). And unemployment can certainly qualify as a major life stressor that puts one at risk of developing depression. Consider these in a larger context. One recent study found that people who were employed at one-time point were less likely to suffer from major depressive disorder at a later time point. Forty-three million workers in the US filed for unemployment between the start of the COVID-19 economic downturn and May 30, 2020. This is one (of many) reasons why experts have been concerned about an increase in mental illness as another tragic side effect of the pandemic (also see Module 29).

A second reason is loneliness. A recent meta-analysis of 88 studies (with over 40,000 individual people) found that loneliness has a moderate effect on depression (Erzen & Çikrikci, 2018). One national survey of 20,000 individuals over 18, conducted on behalf of the insurance company Cigna, revealed the following sobering statistics:

- 54% said that they often feel like no one knows them well
- Nearly half said that they sometimes or always feel alone (46%) or left out (47%)
• 43% said that their relationships lack meaning and the same number said that they sometimes or always lack companionship.

We could continue, but we want you to keep reading.

Here, if we put you in a bad mood, we will try to make it up to you. The news is not all bad. Contrary to what experts had feared, the early results are that the COVID-19 physical distancing recommendations did not seem to increase loneliness in general, as indicated by an unrelated survey of 1,500 individuals (Luchetti et al., 2020). In other words, things are bad, but at least they are not getting worse. And in fact, there is even some cause for optimism in this study, as respondents reported that their perceived level of social support had increased over the first few months of the pandemic. This suggests that if we focus on the need for social support and to reduce loneliness, it is almost certainly a goal we can accomplish, with an expected decline in illnesses like major depressive disorder (and frankly, many other illnesses as well).

Debrief

• Which of the cognitive and sociocultural factors that contribute to depression can you recognize in your own life? What, if anything, do you do to protect yourself from the effects of these factors?

28.3. Treatments For Mood Disorders

Activate

• Why do you think that antidepressant drugs like Zoloft, Prozac, are Cymbalta are so popular these days?
• Are you generally in favor of or against the use of antidepressant drugs for the treatment of depression? Why?
• What do you think the important elements of a psychotherapy treatment for depression should be?

The roles that neurotransmitter activity and negative thinking patterns play in depression are among the most important discoveries to advance our understanding of mood disorders. It should come as no surprise, then, that treatments based on these discoveries have emerged as the most successful ways for individuals to cope with these serious disorders. Specifically, cognitive-behavioral therapy and antidepressant medication are quite effective treatments for major depressive disorder and for the depressive symptoms of bipolar disorder.
Cognitive-Behavioral Therapy

The most effective psychotherapy for depression is cognitive-behavioral therapy, a simple combination of methods derived from cognitive theory and behavioral or learning theory. One key aspect of these therapies is that they try to help the client break habits, some of which have been established over a lifetime. It is not practical to expect that a one-hour conversation with a psychologist, once or twice per week, will have much of an impact. The client has to use the strategies throughout the week; in a sense, these therapies include a great deal of homework for the client.

The many specific therapies that make use of cognitive techniques all share important aspects. First, they are based on the observation that our thoughts are related to but separate from our feelings. Second, they help clients to recognize their own specific maladaptive or irrational thinking that contributes to depression. Third, they try to teach the client new ways of thinking. The main differences among cognitive therapies are specifics about the different kinds of thinking patterns that are common and specific techniques to recognize and stop them. For example, many cognitive therapies help clients to recognize the negative thoughts that they have about themselves, the world, and the future, an approach first described by psychologist Aaron Beck (1967).

In the behavioral part of cognitive-behavioral therapy, the therapist can help the client realize how aspects of the environment contribute to the depression. Then the client can be encouraged to avoid situations that lead to depression. When situations cannot be avoided—as, for example, with someone who becomes depressed about having to visit with relatives over the holidays—the therapist can teach the client new skills (such as relaxation) to solve problems or to cope with distress.

Antidepressants

Another common treatment for mood disorders—best used with psychotherapy but in reality often an alternative to it—is antidepressant medication. The most common type of antidepressant is called a selective serotonin reuptake inhibitor (SSRI). Commonly prescribed drugs such as Prozac and Paxil fall into this category. They seek to overcome problems in the neural transmission process. After the neurotransmitter serotonin is released into synapses, it is reabsorbed by the axon terminal button, a process called reuptake. SSRI antidepressants increase the effects of serotonin by preventing reuptake, so the serotonin that is available in a synapse stays there longer. SSRI’s are very common, in large part because they are a great improvement over older kinds of antidepressants. Although SSRI’s and older antidepressants are equally effective, SSRI’s have much less severe side effects. SSRI’s have also been used to treat other disorders, such as anxiety disorders.

One side effect that has received a great deal of well-deserved scrutiny over the years is an increase in suicidal thoughts among people who take SSRI’s. For adults, this does not seem to be the case, but there is an increase in these thoughts for children and adolescents. Luckily, there does not seem to be an increase in completed suicides, but physicians and caregivers of children and adolescents who take SSRI’s should be extra vigilant (Nischal et al., 2012).

Seventy-nine percent of antidepressants in the US are prescribed by primary care physicians, not psychiatrists (Barkil-Oteo, 2013). Although making antidepressants available through all medical doctors increases access to this important treatment option, it means that the drugs are being prescribed by people who might have little specialized training in psychological disorders. In addition, many doctors frequently prescribe antidepressants without requiring that psychotherapy be used in addition.

Many people wonder whether antidepressant treatment or psychotherapy is the better way to treat depression. The evidence suggests that both work. When research pits antidepressants against psychotherapy—specifically, cognitive-behavioral therapy—the two usually fare about equally well; about half of patients get better (Kappelmann et al., 2020). Nothing about depression implies that one needs to be limited to a single treatment option, however. The clear winner...
in these studies of treatment for depression, with more than 70% getting better, is the combination of antidepressants and cognitive-behavioral therapy (Keller et al., 2000; TADS, 2004).

**cognitive-behavioral therapy:** a simple combination of methods derived from cognitive theory and behavioral or learning theory

**selective serotonin reuptake inhibitor:** a class of antidepressant drugs that works by preventing the reabsorption of excess serotonin in synapses

### Other Treatments for Mood Disorders

A number of other treatments have been used for mood disorders; some are reserved for serious cases:

- **Lithium** is commonly used for bipolar disorder. This drug works better for mania, so many people who have bipolar disorder also take an antidepressant for the depressive episodes. There is some evidence that cognitive-behavioral therapy is also effective for bipolar disorder (Jones, 2004).

- **Vagus nerve stimulation** was approved by the FDA in 2004 for severe, treatment-resistant depression. The vagus nerve brings information from other parts of the body to the hypothalamus and amygdala, brain areas that seem to be involved in depression (see sec 11.2). Patients have a device surgically implanted in the chest that provides stimulation of the vagus nerve, a nerve that sends information to the brain from the head, neck, chest, and abdomen. Research support for this treatment was shaky, and the benefits appeared in these studies only after one to two years using the therapy, but the severity of the disorder led the FDA to approve it.

- **Electroconvulsive therapy** is occasionally used for severe depression that is resistant to all other forms of treatment. After sedatives and muscle relaxers are administered, an electric current is passed through the brain, which starts a convulsion. Treatment usually involves 6 to 12 sessions over about a two-week period. The patient suffers some memory loss, but the depression lifts in most cases. Up to 85% will become depressed again, however, and may need additional treatment (Fink, 2001).

- **Transcranial magnetic stimulation** is another possible therapy for depression that has not responded to other treatments. In this therapy a magnetic field is introduced over the left prefrontal cortex. Twenty daily sessions seems to improve short-term symptoms in up to 50% of patients whose depression had been resistant to other forms of treatment. Although there were few studies that looked at longer-term results, those that did found that most had improvements lasting at least 2 – 5 months (Gellerson & Kedzior, 2018).

---

**Debrief**

- Once again, are you generally in favor of or against the use of antidepressant drugs for the treatment of depression? Why?
• What is your opinion about the Food and Drug Administration’s decision to put the black box warning label on antidepressants?

• In the Debrief for section 28.2, you are asked to describe strategies that you might have used to protect yourself from the cognitive and sociocultural factors that contribute to depression. Which of the strategies remind you of the therapies described in this section?
29. Module 29: Other Psychological Disorders and Treatment

We considered giving this module the subtitle “The Common, the Severe, and the Controversial.” It is extremely likely that you will be familiar with the four categories of disorders that we will describe because, well, they are common, severe, or controversial. Anxiety and related disorders, characterized by intense fear or nervousness, are “the common.” For example, a great many people suffer from social and specific phobias, and occasional panic attacks are common among the non-disordered population. Chances are quite good that you know someone who suffers from an anxiety disorder. Schizophrenia spectrum disorders are “the severe.” If you have an image of a hospitalized psychiatric patient who is confused and confusing, talks incoherently, and displays the wrong emotions, it is probably based on schizophrenia. Although long-term hospitalization is no longer the norm, sufferers of schizophrenia do indeed resemble this common image. Personality disorders and dissociative disorders are “the controversial.” They are difficult to diagnose, and their causes are disputed. Making matters worse, the cinematic “homicidal maniac” so responsible for our lingering fear of violence among the psychologically disordered is usually based on one of these controversial disorders.

Module 29 has four sections. Section 29.1 describes the extremely common anxiety and related disorders. Section 29.2 turns to perhaps the most severe of the psychological disorders, schizophrenia spectrum disorders, and section 29.3 tackles the controversial, especially antisocial personality disorder and dissociative identity disorder. Finally, section 29.4 concludes the module with a brief description of some additional therapies and a discussion of factors that different therapies share.

29.1 Anxiety disorders
29.2 Schizophrenia
29.3 Personality disorders and dissociative disorders
29.4 Therapy in sum

READING WITH A PURPOSE

Remember and Understand

By reading and studying Module 29, you should be able to remember and describe:

- Anxiety disorders: generalized anxiety disorder, panic attacks, panic disorder, agoraphobia, phobias, systematic desensitization (29.1)
- Posttraumatic stress disorder, obsessive–compulsive disorder (29.1)
- Schizophrenia: positive and negative symptoms, subtypes, biological factors and causes, antipsychotic medication (29.2)
- Personality disorders, antisocial personality disorder (29.3)
- Dissociative disorders, dissociative identity disorder (29.3)
- Psychodynamic therapy: free association, transference, projective tests, interpersonal therapy (29.4)
- Client–centered therapy (29.4)
- Shared factors in therapy (29.4)
Apply

By reading and thinking about how the concepts in Module 29 apply to real life, you should be able to:

- Recognize examples of the different anxiety disorders (29.1)
- Recognize examples of schizophrenia, including subtypes (29.2)
- Recognize examples of antisocial personality disorder and dissociative identity disorder (29.3)

Analyze, Evaluate, and Create

By reading and thinking about Module 29, participating in classroom activities, and completing out-of-class assignments, you should be able to:

- Outline how you might plan systematic desensitization for a specific fear or anxiety that you commonly experience (29.1)
- Comment on the opinion that “psychological therapy is more an art than a science” (29.4)

29.1. Anxiety and Related Disorders

Whenever we experience an emotion or find ourselves in a physically or psychologically stressful situation, our bodies react with sympathetic nervous system arousal—the fight-or-flight response. Often, the arousal is experienced as anxiety, a feeling roughly similar to nervousness or fear. Usually, anxiety is reasonably mild, and it goes away soon after the arousing situation changes. But sometimes anxiety becomes a problem; it lasts so long or is so distressing that the individual cannot function or is able to control the anxiety only by engaging in strange, maladaptive behaviors. When that happens, the individual is said to be suffering from an anxiety disorder.

The specific anxiety disorders we will describe in this section are panic disorder and agoraphobia, generalized anxiety disorder, and phobias. In addition, we will describe two additional disorders: obsessive-compulsive disorder, and posttraumatic stress disorder. On the surface, all of these disorders may not seem very similar. Although it is true that each disorder has features that distinguish it from the others, the feature that they all share in common is out-of-control anxiety, anxiety that causes severe distress or interferes with daily functioning.
Panic Disorder

An individual suffers from **panic disorder** if he or she experiences unexplained panic attacks. Panic disorder itself is not very common; about 1% – 2% of the population can expect to have it during their lifetime. Because panic attacks often occur in all of the anxiety disorders, and they are common among people who suffer from depression, as well, it makes sense to begin by describing them. A **panic attack** is a sudden dramatic increase in anxiety, marked by intense fear and (commonly) a feeling of doom or dread. It may be accompanied by physical symptoms, such as pounding heart, sweating, trembling, chest pain, nausea, abdominal distress, shortness of breath, and dizziness; it may also be accompanied by disruptive thoughts and feelings, such as feelings of unreality or being detached from oneself, fear of dying, and fear of losing control.

Panic attacks may be unexpected, or they may typically follow some cue. Cues may be external—for example, an individual has a panic attack when about to give a speech—or they may be internal—for example, when the person's heart is pounding, creating the fear of having a heart attack. Occasional panic attacks are quite common; up to 40% of young adults report that they have had them (King, Gullone, & Tonge, 1993). But if the attacks are common or severe and they interfere with everyday functioning, they may signal an anxiety disorder. If the sufferer has recurrent, unexpected panic attacks, it signals panic disorder. Otherwise, the panic attacks will be considered a symptom of another disorder.

Recurrent panic attacks often lead sufferers to avoid situations or people associated with the attacks. The avoidance may turn into **agoraphobia**, anxiety about being unable to escape from or get help in a situation in which a panic attack is expected. People often think of agoraphobia as fear of leaving the house or fear of crowds. At a more basic level, however, it is better to think of agoraphobia as fear of panic attacks and of being stranded away from safety and helpers when one strikes. Many people who suffer from agoraphobia are able to venture out when they are accompanied by someone. In addition, they may have a number of "safe places" among which they can comfortably travel.
Generalized Anxiety Disorder

People who have Generalized Anxiety Disorder seem to always be tense and anxious about everything. The disorder is characterized by six months or more of excessive anxiety or worry more days than not about different events or activities— not necessarily about everything, but about a variety of different parts of their lives. In addition, three or more of the following symptoms are required:

- Feeling restless or on edge
- Easily fatigued
- Difficulty concentrating or mind going blank
- Irritability
- Muscle tension
- Sleep disturbance

Phobia

There are three different kinds of phobias, agoraphobia, which you have already seen, specific phobias, and social anxiety disorder (social phobias). Phobia, as you probably know, means fear; it is from ancient Greek language. (The names for different phobias were generated by tacking the Latin or Greek word for the feared object or situation to the front of phobia, as in “arachnophobia,” or fear of spiders.) A phobia, then, is an intense fear or anxiety associated with a specific object or situation. Although many people report feeling uneasy or fearful in the presence of certain objects or in certain situations, an individual suffering from a phobia has intense anxiety that is out of proportion to the threat posed. Panic attacks in the presence of the feared object or situation are common. Although sufferers realize that their fears are unreasonable or excessive, their fear is so intense that it interferes with the person's everyday functioning.

Agoraphobia, although technically a phobia, never appears alone; it is always a symptom of another disorder, such as panic disorder. The other two major types of phobias, specific phobias and social anxiety disorder (social phobias), do appear as their own disorders. Specific phobias are fears of particular objects or situations, such as heights, spiders, water, or flying. Specific phobias are quite common. Up to 10% of the US population experiences specific phobias, although very few seek treatment for them (Kessler, et al. 1994). Social anxiety disorder is also quite common; more than 12% of the population can expect to have one during their lifetime (Kessler, Stein, & Berglund, 1998). Social anxiety disorder (social phobias) is, at its core, the fear of being judged by others or of being embarrassed; people who suffer from it are intensely fearful that they will say or do something wrong or inappropriate. Social phobias are commonly manifest as a fear of speaking in public or performing, of social situations such as parties, or of interactions such as meeting people. Because social situations are harder to avoid than specific objects or non-social situations, social phobias tend to be more burdensome than specific phobias are.

It can be easy to confuse social anxiety disorder and a specific phobia of the same type of situation. The key is to look for the fear of being evaluated to make it social anxiety, otherwise it is a specific phobia.

| phobia: an anxiety disorder marked by an intense fear or anxiety associated with a specific object or situation |
| specific phobias: an anxiety disorder marked by fears of particular objects or situations |
social anxiety disorder/social phobias: an anxiety disorder marked by the fear of being judged by others or of being embarrassed in social situations

Obsessive-Compulsive Disorder

**Obsessive-compulsive disorder (OCD)** used to be classified as an anxiety disorder. As such, it does have a significant anxiety component; it comes from *obsessions*, persistent, uncontrollable, inappropriate thoughts, impulses, or images. Obsessions are usually not related to any real-life problems that the individual might be facing. Common obsessions include thoughts about contamination (for example, thinking that there are germs in restaurant food), doubts (for example, wondering if the gas stove was left on), aggressive impulses (for example, an impulse to hurt one's children), and sexual thoughts. Many people have occasional images or impulses like these, but they do not cause a great deal of distress because they can be banished from thought without much difficulty. People with obsessive-compulsive disorder try to ignore or suppress the thoughts, and if they fail, they turn to compulsions to help. Most sufferers of OCD do end up having both obsessions and compulsions.

A *compulsion* is a repetitive action or thought (think of it as a physical or mental act) that is intended to reduce the anxiety of an obsession. Some compulsions reduce anxiety because they address the concern contained in the obsession. For example, someone who is obsessed about leaving the stove on may check it every 10 minutes. Other compulsions might work through distraction; every time the individual thinks of hurting his children, he touches both of his knees ten times with each finger. Compulsions can be very elaborate, by the way. The most common compulsion is hand-washing; contamination by germs is a very common obsession.

In order to be diagnosed with OCD according to the DSM, the obsessions or compulsions must be very distressing, take up more than one hour per day, or interfere significantly with everyday functioning.

**obsessive-compulsive disorder**: a disorder marked by uncontrollable, inappropriate thoughts, impulses, or images that lead to anxiety (obsessions) and repetitive action or thought that is intended to reduce the anxiety (compulsions)

**compulsion**: a repetitive action or thought (think of it as a physical or mental act) that is intended to reduce the anxiety of an obsession

**obsessions**: persistent, uncontrollable, inappropriate thoughts, impulses, or images

Posttraumatic Stress Disorder

Nearly everyone experiences a stress response after a traumatic experience. For example, you are extremely likely to be tense and jittery in the immediate aftermath of a serious car accident, a result of the fight-or-flight response from the sympathetic nervous system. It is quite common for an individual to have lingering anxiety for a week or more after a traumatic event. For most of us, the anxiety goes away completely before too long. Others are not so fortunate; they
suffer from posttraumatic stress disorder (PTSD). PTSD is characterized by complex sets of symptoms that last for at least one month (often much longer than that) after experiencing a traumatic event:

One or more intrusion symptom:

- Haunting memories
- Recurrent nightmares
- Flashbacks
- Intense psychological distress or physical reactions from stimuli that remind the individual of the trauma

One or both avoidance symptoms:

- Trying to avoid memories, thoughts, and feelings
- Trying to avoid reminders of the traumatic event

Two or more changes in cognition or mood

- Inability to remember important parts of the traumatic event
- Persistent negative beliefs or expectations
- Distorted thoughts about the traumatic event leading the individual to blame self or others
- Negative emotions
- Loss of interest in activities
- Feeling separated from others
- Inability to experience positive emotions

And two or more changes in arousal and reactivity

- Irritability and angry outbursts
- Reckless or self-destructive behavior
- Hypervigilance
- Easily startled
- Problems concentrating
- Sleep disturbance

Originally, PTSD was diagnosed only for individuals who experienced extreme events that directly threatened their own lives, such as being victimized in a violent crime or experiencing war or a severe natural disaster. The diagnosis has expanded substantially. The individual must be exposed to actual or threatened death, serious injury, or sexual violence—and there are several ways this can happen: through directly experiencing it, by witnessing it happening to others, by learning about it happening to someone close, or by repeated or extreme exposure to aversive details about it.

As we are sure you can guess, the prevalence of post-traumatic stress disorder in a group is heavily dependent on the severity of the traumas that members face. In a 2003 survey of over 1,700 US Army and Marine personnel who had been deployed in the Iraq war, 12.5% met the criteria to be diagnosed with PTSD 3 to 4 months after their return home. The more combat they experienced, the more likely they were to have post-traumatic stress disorder (Hoge et al., 2004).
Only fourteen of the 1,700 soldiers and Marines studied were women. Research had previously shown that 20% of women, but only 8% of men, suffer from PTSD after a trauma (Kessler et al. 1995), but as you can see, the frequency and severity of the trauma can increase that rate dramatically.

People who experience trauma over a very long period would be likely to suffer from PTSD as well. A survey of a representative sample of the adult (over age 15) population of Afghanistan, a country that has been nearly continuously at war for over 20 years, found that over 60% of the population had experienced four or more traumatic events in the past 10 years. Overall, 42% of the population had symptoms of posttraumatic stress disorder (Lopes Cardozo et al., 2004).

As you might guess, there are early reports that PTSD is an important side effect, if you will, of COVID-19. Health care workers, patients who require intensive care treatment for long periods of time, and family members who have been separated from loved ones while they die are all in danger (Kanzler & Ogbeide, 2020; Tingley et al., 2020).

**posttraumatic stress disorder**: a disorder marked by intense anxiety, nightmares, and avoiding reminders of an extremely stressful event

### Causes of and Treatments for Anxiety Disorders

Researchers have made important discoveries about the biological and psychological factors that are related to or contribute to anxiety disorders. These discoveries, especially those about psychological factors, have led to the development of effective treatments for these disorders.

#### Biological Factors and Causes

Heritability estimates from twin and family studies for anxiety disorders are in the 30% - 50% range, similar to depression (Hettema et al., 2001; Smoller et al., 2009).

As you certainly realize, anxiety disorders have very different features from each other. Even the anxiety or fear itself differs across the disorders. These differences show up in brain activity, as there are relatively few similarities for different kinds of anxiety. Two specific brain areas that are key are the amygdala (which you have already seen)
and the insula (which you have not). The insula is located in the area between the frontal, temporal, and parietal lobes, and is divided into up 13 separate subdivisions (Uddin et al., 2017). These two areas are important in all three of posttraumatic stress disorder, specific phobias, and social anxiety disorder (Wager, 2007). The amygdala in particular might be responsible for an inflated perception of threat and emotional responses (Schmidt et al., 2018).

By now you probably realize that networks of brain areas are important for complex responses. In this case, the expectation of bad outcomes (that is, worrying or anxiety) is associated with a network including the amygdala, insula, hippocampus, cingulate cortex, and prefrontal cortex (Schmidt et al., 2018). If you are reading carefully, you might notice that several of these are the same as implicated in depression. The front part (anterior) of the cingulate cortex along with the insula has been nicknamed the fear network (Sehmeyer et al., 2009). Research into pharmacological and psychotherapeutic treatments for anxiety disorders has found that brain activity in all of these very same areas are affected by the treatments (Greco & Liberson, 2016).

**Learning Factors**

Many cases of anxiety disorder involve straightforward applications of learning principles. Through a combination of classical and operant conditioning, ordinary fears can be transformed into the intense fear of a phobia. For example, you may have an intense fear of dogs that originated as a conditioned response to being bitten as a child (Module 6). The unconditioned stimulus of being bitten by the dog led to an unconditioned response of fear. The sight of the dog was a conditioned stimulus, which led to a conditioned fear response. Generalization could then lead you to experience the conditioned fear response in the presence of any dog.

Once a fear is established through classical conditioning, it can be strengthened considerably through operant conditioning. When you feel anxiety or fear in the presence of dogs, you are very likely to avoid them. When you avoid them, the fear goes away, so you would be likely to repeat these avoidance behaviors in the future. This, of course, is the strengthening of a behavior through negative reinforcement.

Negative reinforcement helps us to understand how the compulsive behaviors of obsessive-compulsive disorder develop as well. When an individual is extremely anxious about contamination by germs, for example, he may scrub his hands, and the anxiety goes away. The next time he feels the anxiety, he will repeat the same behavior that led to its removal previously. As the negative reinforcement–fueled cycle of anxiety and hand washing to relieve the anxiety continues, the result can be a compulsion.

**Psychotherapy**

Anxiety disorders are often successfully treated with psychotherapy alone—except for OCD, which responds well to treatment with a combination of SSRI antidepressant and cognitive–behavior therapy. In addition, severe anxiety can sometimes be controlled with antianxiety drugs. These drugs are often agonists for the neurotransmitter GABA. This inhibitory neurotransmitter, when released in the amygdala, reduces anxiety, so a drug that increases or mimics its activity would enhance that effect.

The specific psychotherapies that are commonly used to treat anxiety disorders are types of cognitive–behavior therapy or simply behavior therapy. The goal of the cognitive portion of therapy is similar to that for the treatment of depression, to recognize and correct specific thoughts that contribute to the individual’s anxiety (Module 28). For example, a client may be taught to recognize the shortness of breath and palpitations that precede a panic attack so that he will not mistake it for a heart attack (as is common). Sometimes, that knowledge alone is enough to prevent the panic attack (Seligman, 1994).

Although a therapist may employ many specific behavioral techniques, the most well-known one is called systematic desensitization. This technique, quite an effective treatment for phobias, is based on two important observations. First,
many specific fears have been classically conditioned (see Module 6). Second, a person cannot be anxious (or fearful) and relaxed at the same time. The goal of **systematic desensitization** is to replace the fear-conditioned response with a relaxation conditioned response. The therapist helps this process along by teaching the client to relax in the presence of the feared conditioned stimulus. Systematic desensitization works gradually, unlike a therapy technique called **flooding**, in which the client is exposed immediately to the feared stimuli in an unescapable situation—the difference between, say, letting a client who fears dogs work up to facing a barking dog over a dozen encounters and simply throwing the client into a pen with a dozen barking dogs. Systematic desensitization works by asking the client to imagine frightening situations at first rather than experiencing them directly. The client and therapist prepare a list of increasingly frightening situations to imagine, starting with a very mild one. For example, a client who fears dogs might have the following list:

- Watching a television show about dogs
- Meeting a gentle puppy
- Playing with the puppy
- Standing in the same room as a gentle larger dog
- Petting a gentle dog
- Facing a barking dog while standing outside a neighbor’s front door
- Standing in the same room as a barking dog

After drawing up this list, the therapist teaches the client special techniques to relax. From here, the process is simple, although it does take some effort and persistence. The client relaxes and then imagines the first item in the list. If she is able to stay relaxed, she moves to the second item, then the third item, and so on. As soon as she feels any anxiety at all, the client stops imagining the situations and tries to relax again. Once relaxed, she can begin to imagine situations again. Eventually, the client is able to remain relaxed while imagining situations that previously caused anxiety. At this point, the client seeks some real situations that would have at one time caused anxiety while trying to maintain the relaxation response.

Recently, systematic desensitization has gone high tech. Clients in **virtual reality exposure therapy** face their feared situations in the form of a sort of video game, a realistic computer-generated environment with which they can interact. Research has shown that virtual reality therapy is effective for two very common phobias, heights and flying, and we are awaiting research results for other kinds of phobias (Krijin et al., 2004). In one study, clients who feared flying did as well in virtual reality exposure therapy as they did in a standard therapy that used exposure to actual situations, demonstrating how useful, efficient, and relatively inexpensive the therapy can be (Rothbaum et al., 2002).

---

**systematic desensitization**: a behavior therapy in which a client learns to relax while imagining increasingly frightening situations related to his or her phobia

**flooding**: a behavior therapy in which a client is exposed immediately to the feared stimuli of a phobia in an unescapable situation

**virtual reality exposure therapy**: a behavior therapy related to systematic desensitization in which a client interacts with feared situations in a computer-generated environment

---
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Debrief

• Have you ever had a panic attack? If so, what brought it on? Can you describe how it felt?
• Think about an event, object, or situation that makes you very anxious. How would you plan a program of systematic desensitization for your anxiety?

29.2. Schizophrenia Spectrum Disorders

Schizophrenia, one of the most serious of all psychological disorders, is very complex. In general, individuals with schizophrenia suffer from disturbed perceptions and disorganized thoughts. Their thoughts and perceptions are often extreme, bizarre, and irrational. Schizophrenia is actually a whole category of disorders, so symptoms can be quite different from person to person. However, many people who suffer from schizophrenia cannot function in society without treatment.

**schizophrenia**: a complex and severe category of psychological disorders marked by disturbed perceptions and thoughts, and bizarre behavior

General Characteristics of Schizophrenia

Schizophrenia is characterized by two general types of symptoms, called positive and negative. **Positive symptoms** denote the presence of extra and inappropriate behaviors:

- **Delusions** are false beliefs, particularly about sensations or experiences. Of course, many normal people have false beliefs, and the boundary between a delusion and a “normal wrong belief” is a fuzzy one. The best criterion to tell them apart is the persistence of the belief in the face of contradicting evidence. For example, a woman suffering from schizophrenia who reported that she was Senator Edward Kennedy’s daughter despite the fact that she was quite obviously older than the Senator. Delusions are clearly out of touch with reality.
- **Hallucinations** are sensations and perceptions that are not based on real stimuli. The most common hallucinations
in schizophrenia are auditory, especially hearing voices (two voices conversing are especially common).

- **Disorganized speech** is speech that quickly and frequently gets derailed or is incoherent.
- **Disorganized or Catatonic behavior.** Disorganized behavior is is activity inappropriate to the current situation. An individual may react with the wrong emotion (for instance, laugh at bad news), dress bizarrely, or otherwise act in a very unusual way. Catatonic behavior is a failure to react to the environment. Schizophrenic individuals may seem totally unaware of the things going on around them, stand or sit like a statue, or make excessive repetitive movements.

An individual who is currently experiencing positive symptoms is said to be psychotic.

**Negative symptoms** of schizophrenia are those that represent the loss of normal behavior. They include reduced speech (less fluent, less frequent, empty replies to questions), lack of initiative in activities, and especially loss of emotional characteristics, such as an immobile face or monotone voice. Catatonic behaviors might seem like negative symptoms, but catatonic behaviors are considered positive symptoms because they mark a difference in—and not necessarily a loss of—motor behaviors.

An individual can be diagnosed with schizophrenia if they have two or more of the above symptoms for one month or longer. One of the symptoms must be delusions, hallucinations, or disorganized speech. In addition, some signs of the disorder must be present for at least six months.

A second disorder in this class is delusional disorder, characterized by at least one month of delusions (without a diagnosis of schizophrenia). The individual's behavior might be more-or-less normal outside of the delusions, making this disorder seem less severe. The delusions can be one of several types:

- Erotomanic: believing that someone loves the individual
- Grandiose: belief that one has great talent or insight
- Jealous: beliefs that spouse or lover is unfaithful
- Perscutory: beliefs that others are spying, cheating, conspiring against, etc.
- Somatic: beliefs about body functions or sensations

| **negative symptoms:** symptoms that represent the loss of normal behavior |
| **positive symptoms:** symptoms that represent the presence of extra and inappropriate behaviors |

**Biological Factors in Schizophrenia**

There is strong evidence that schizophrenia has a significant genetic component. The number one risk factor for schizophrenia is having a close relative who suffers from it (Owen & O'Donovan, 2003). Estimates of heritability for schizophrenia by behavior geneticists range from 80% to 85% (Cardno & Gottesman, 2000; Hilker et al., 2018). Remember, even with such a high heritability, having the genes does not guarantee that an individual will develop schizophrenia. For example, if one identical twin has schizophrenia, there is only a 33% to 65% chance that the other twin will also have it.

More than for any other disorder, researchers have discovered severe abnormalities in the structure and activity of the brain associated with schizophrenia. The brains of many people with schizophrenia have larger fluid-filled spaces, called ventricles, than people without the disorder (Lieberman et al. 2001). Because there is fluid where there should be brain tissue, there is a corresponding reduction of brain mass. There are also many individual brain areas
that have abnormal activity or structure, including the thalamus, hippocampus, amygdala, and frontal and temporal lobes (Andreasen, 2001) (Module 11). The major functions associated with these brain areas include sensation, memory, emotions, language, and planning, so you can perhaps understand how the many symptoms of schizophrenia occur.

The most important neurotransmitter that has been implicated in schizophrenia is dopamine. There appears to be too much dopamine in some areas of the brain, which may be responsible for the positive symptoms, and too little in areas such as the prefrontal cortex, which may be responsible for the negative symptoms (Conklin & Iacono, 2002; Davis et al., 1991).

Treatments for Schizophrenia

The first line of treatment in cases of schizophrenia is an antipsychotic medication. Traditional antipsychotic drugs decrease the activity of dopamine (that is, they are antagonists), often by blocking the receptor sites on dendrites. These drugs are quite effective for the positive symptoms, but they do not help negative symptoms much. Traditional antipsychotic drugs are very powerful, with serious side effects, such as involuntary facial movements (once these start they are irreversible for most patients), blurred vision, and sexual problems. Without the drugs, however, many people who suffer from schizophrenia have little chance of functioning outside of a hospital. Newer antipsychotic drugs, such as Clozapine and risperdone, have slightly different effects on neurotransmitters (such as blocking only some dopamine receptors or influencing other neurotransmitters such as serotonin), and they appear to be at least as effective as traditional ones with far less serious side effects (Bondolfi et al., 1998).

Although antipsychotic drugs benefit the majority of people who suffer from schizophrenia (Bondolfi et al., 1998; Spaulding et al., 2001), there is definitely a role for other kinds of therapy. In particular, behavior therapy is extremely helpful. A system of reinforcement can help the individual develop needed social skills to help him or her function once the more dramatic positive symptoms have been controlled by medication.

Debrief

• It is extremely likely that you have some false beliefs and that they are resistant to change. How do you know that these false beliefs do not qualify as delusions?

29.3. Personality Disorders and Dissociative Disorders

Activate

• What do you think a sociopath is?
Have you ever heard of multiple personality disorder? Write down everything you know about this disorder.

When “crazy people” are depicted in movies and fiction, they are often either cold-blooded criminals or “split personalities,” Dr. Jekyll and Mr. Hyde types. These depictions are generally based on two types of psychological disorders: personality disorders and dissociative disorders. Although the truth about people with these sorts of disorders is less dramatic than fictional accounts would have you believe, it is a fascinating and controversial piece of the picture of psychological disorders.

**Personality disorders** are inflexible patterns of behavior or thinking that reflect deviations from a culture’s expectations and lead to impairment or distress. These are not the temporary lapses in judgment and manners that we all experience at one time or another. Personality disorders are stable over time and across different life situations. There are ten different personality disorders, the most well known of which is antisocial personality disorder.

<table>
<thead>
<tr>
<th>Personality Disorder</th>
<th>Key Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antisocial personality disorder</td>
<td>Antisocial personality disorder</td>
</tr>
<tr>
<td>Avoidant personality disorder</td>
<td>Socially inhibited, sensitive to negative evaluation</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>Unstable personal relationships, emotions, and self-image</td>
</tr>
<tr>
<td>Dependent personality disorder</td>
<td>Excessive need for care from others</td>
</tr>
<tr>
<td>Histrionic personality disorder</td>
<td>Excessive attention-seeking</td>
</tr>
<tr>
<td>Narcissistic personality disorder</td>
<td>Grandiosity, need for admiration, and lack of empathy</td>
</tr>
<tr>
<td>Obsessive-compulsive personality disorder</td>
<td>Overly concerned with orderliness and control</td>
</tr>
<tr>
<td>Paranoid personality disorder</td>
<td>Distrust of others</td>
</tr>
<tr>
<td>Schizoid personality disorder</td>
<td>Little emotional expression, detached socially</td>
</tr>
<tr>
<td>Schizotypal personality disorder</td>
<td>Odd behavior, uncomfortable in social relationships, cognitive disturbances</td>
</tr>
</tbody>
</table>

**Dissociative disorders** are characterized by dissociation, a split in consciousness. Again, people have dissociation experiences quite commonly. Perhaps when you are preoccupied while driving home, for example, you might arrive home and realize that you do not remember part of the drive. At times, your mind was so focused on your thoughts that you were not conscious of where you were going. That is an ordinary example of dissociation, a simple split in consciousness. People who suffer from dissociative disorders have severe and dramatic splits, however. They lose contact with their identity or memory, and may have feeling of being separated from themselves. As you will see, this last class of disorder is rare (affecting about 1% of the population) and controversial.

**personality disorder:** a category of psychological disorders marked by inflexible patterns of behavior or thinking that reflect deviations from a culture’s expectations and lead to impairment or distress

**dissociative disorders:** a category of psychological disorders marked by dissociation, a split in consciousness
Antisocial Personality Disorder

Commonly known as sociopaths or psychopaths, people who suffer from **antisocial personality disorder** have no regard for the rights of other people, happening after reaching age 15 (but can only be diagnosed after 18). Three or more of the following symptoms are required:

- Repeatedly performing illegal acts
- Repeated lying, use of fake names, conning others for personal profit or pleasure
- Impulsivity or failure to plan
- Irritability and aggressiveness
- Disregard for safety of self or others
- Irresponsibility— with work behavior or financial obligations
- Lack of remorse—being indifferent to or rationalizing behavior that hurt others

People with antisocial personality disorder often engage in illegal behavior, deception, aggressiveness, and disregard for others' safety. They are also typically indifferent about or lack remorse for their behavior. They often lack empathy and are impulsive, arrogant, cynical, and contemptuous toward other people. In addition, alcohol abuse is common among people who have antisocial personality disorder, probably making them even more likely to act on their aggressive impulses (Kraus & Reynolds, 2001).

Antisocial personality disorder is clearly one of the disorders that contribute greatly to the stereotypes about the psychologically disordered being violent and antisocial. By definition, antisocial personality disorder includes illegal, aggressive, or other antisocial behavior, the only disorder to do so. It comes as no surprise, then, that people with antisocial personality disorder are much more likely to commit violent crimes than other people are (Hart & Hare, 1997). Not all people with antisocial personality disorder commit violent crimes, however. Some commit crimes in business, and many are not even criminals at all (Reid, 2001).

Not much is known about the causes and treatments for personality disorders in general, in part because they are difficult to diagnose, a fact that makes them a bit controversial. Antisocial personality disorder is no different. As usual, however, there is evidence for a genetic component for the disorder, but the estimates of heritability have varied widely, ranging from 40% – 70% (Carey & Goldman, 1997; Cloninger & Gottesman, 1987; Torgersen et al., 2012).

Researchers have suspected that some of the biological causes of aggression are important for antisocial personality disorder as well (Module 20). For example, low levels of serotonin, linked to impulsiveness and aggression in normal people, may play a role in antisocial personality disorder (Ferris & de Vries, 1997; Mann et al., 2001). Observers have noted that impulsiveness may be the key characteristic of antisocial personality disorder (Rutter, 1997). This observation has led to the suggestion that SSRI antidepressants be used to treat antisocial personality disorder (Krause & Reynolds, 2001) (see sec 29.3). Although research is lacking for using SSRI's for antisocial personality disorder, there has been some success at using these drugs to treat patients with other personality disorders and impulse control problems (Hollander, 1999; Markovitz, 2004).

People who have antisocial personality disorder do not have strong physiological reactions to what should be stressful situations (Herpertz et al. 2001). In a situation in which most people would have substantial sympathetic nervous system activity and feel intensely anxious or fearful, a person with antisocial personality disorder might be completely calm. In essence, it looks as if people with antisocial personality disorder do not experience much (if any) fear (Raine, 1997). People with antisocial personality disorder might seek dangerous and antisocial experiences to make up for their lack of internal arousal, and their lack of fear makes it unlikely that they are worried about the negative consequences (Eysenck, 1994).

Although there are definitely characteristic behaviors and patterns of thinking in many people with antisocial personality disorder, suggesting that psychotherapy should be effective, for the most part it has not been. The
individuals who have the disorder resist treatment, believing that they do not have a problem—everyone else has the problem (Millon et al., 2000).

**antisocial personality disorder**: a personality disorder marked by a lack of regard for the rights of other people

---

**Dissociative Identity Disorder**

Although dissociative identity disorder is very different from personality disorders, it shares with antisocial personality disorder the unfortunate distinction of being commonly represented in depictions of “homicidal maniacs” in the media. You may know dissociative identity disorder by its former name, multiple personality disorder. It is characterized by a dissociation, or split, between different parts of the personality. The dissociation becomes so complete that the person develops two or more complete personalities; each personality controls the person at different times, and the individual has significant gaps in memory about important events, personal information, or prior trauma. Although schizophrenia and dissociative identity disorder are commonly confused, you should be able to recognize some key differences. In schizophrenia, an individual may have a delusion and believe she is someone else, but she does not exhibit complete, separate personalities at different times.

The cause of dissociative identity disorder is the subject of controversy. Some believe that it results from an individual trying to repress extremely painful memories, especially memories of childhood sexual abuse (Ross, 1997). The child learns to dissociate during the abuse as a way of reducing the distress of the trauma. She (nearly all sufferers of dissociative identity disorder are female) forms a separate personality, one that does not experience the abuse.

Psychologists on the other side of the debate argue that dissociative identity disorder is best explained as an individual's response to role expectations. More precisely, information from the media, individual beliefs about the disorder, and cues from therapists create a powerful expectation that leads some individuals to develop symptoms of the disorder (Lilienfeld et al., 1999; Spanos, 1994). Perhaps you have just realized why this debate is so explosive. Proponents of the role expectation view have suggested that therapists, in part, cause dissociative identity disorder by using techniques that (unintentionally) encourage the client to form separate personalities. There is in fact evidence that completely normal people can rather easily be encouraged to display symptoms of dissociative identity disorder. All you have to do is hypnotize college students and ask a set of questions designed to “discover” multiple personalities (Spanos et al., 1985).

Also consistent with the idea that dissociative identity disorder is a consequence of some therapy is the observation that it commonly develops only after the therapy. For example, according to one estimate, only 20% of dissociative identity disorder patients had clear symptoms of the disorder before the therapy (Kluft, 1991). Even people who reject the role expectation explanation admit that people who have dissociative identity disorder are commonly unaware of their multiple personalities before therapy (Lilienfeld et al., 1999).

Because of the controversy about the role of therapists in causing this disorder, it is difficult to outline effective treatments for it. For example, therapies that encourage the client to confront the multiple personalities might actually make the disorder worse. As a consequence, dissociative identity disorder is difficult to treat (Ross & Ellason, 1999).
**dissociative identity disorder**: a dissociative disorder marked by a split between parts of the personality. The sufferer exhibits two or more separate personalities.

---

**Debrief**

- Laypeople are often prone to “diagnose” someone as having a personality disorder, such as antisocial personality disorder. Have you ever done this? Why do you suppose it happens?
- Look over your description of schizophrenia from the Activate exercise for section 29.2. If you have any inaccuracies in it, to what extent did they resemble dissociative identity disorder?

---

### 29.4. COVID-19, Quarantines, and Mental Illness

As a way of wrapping up a general description of mental illness before concluding with some parting thoughts on therapy, let us turn to the most significant set of events in recent memory, the COVID-19 pandemic of 2020. You might recall from Module 24 that scientists have been busily producing research related to the pandemic since it began in March 2020. We have already hinted at a bit of what they have discovered. In this section, we will highlight a few more important discoveries. Please keep in mind, that although there has been an explosion of research activity, the topic is still new and as such, we might expect significant modifications of these early conclusions.

There are two types of research findings we would like to focus on:

1. General effects of the pandemic on mental health
2. Direct effects of COVID-19 on mental health and of mental health on COVID-19

Then, we will conclude with a brief summary of some psychological factors that are related to behaviors that help and hurt during the active portion of the pandemic.
General effects of the pandemic on mental health

In March 2020, COVID-19 was declared a worldwide pandemic. As a consequence, billions of people across the globe engaged in quarantine-like behavior, while tens of millions contracted COVID-19 and nearly 1.5 million died from the disease (by late November 2020).

There is no doubt you were, and probably still are, affected by the pandemic. Perhaps you were one of the billions who participated in a lock-down, shelter-in-place order, quarantine, or a stay-at-home order. During these quarantine-like periods, people who were not infected with or exposed to coronavirus severely limited their contact with people outside of their immediate family and spent a great deal of time in their own home. If you did this, it was hard. (That last statement has been entered into the “understatement of the book” contest.) You may also have felt anxiety about you or your loved ones being infected and suffering serious complications or dying. Or perhaps you or your loved ones did contract COVID. What were the effects of all of this uncertainty, loneliness, illness, and death?

Research on the psychology of the pandemic was conducted so rapidly, that several meta-analyses were available during 2020. For example, Salari et al (2020) reported on 17 separate studies with up to 63,000 participants (depending on the analysis) in the general population in Asia and Europe. These researchers noted that all of the studies reported that individuals suffered many symptoms of mental illness, including:

- emotional distress
- depressed mood
- mood swings
- irritability
- insomnia
- anger

Sound familiar? We thought so, because the key findings were that these symptoms, and other diagnosed mental illnesses were widespread. Some of the specific numbers were

- Stress: 20.6%
- Anxiety: 31.9%
- Depression: 33.7%

And of course, people in the United States did not escape. One study compared 5,065 participants before the pandemic to 1,441 participants in the first month of the pandemic and found that the rate of depression had tripled (Ettman, et al. 2020). Another meta-analysis (this one, international) found a seven-fold increase in depression in just the first two months of the pandemic (Bueno-Notival et al. 2020). As you might guess, having a family member diagnosed with COVID-19 was associated with higher rates of anxiety and depression (this study looked only at college students; Wang et al., 2020). Young adults have been especially devastated. A US national survey conducted in late June 2020 by the CDC found that 62.9% of 18 to 24-year-olds were suffering from anxiety or depressive disorders, 24.7% had started or increased substance use to help cope, and 25.5% had seriously considered suicide (Czeisler MÉ, Lane RI, Petrosky E, et al., 2020). The research also identified that a COVID-19 diagnosis seems to make these problems worse.

Earlier, we noted that healthcare workers who treat COVID-19 patients were particularly prone to post-traumatic stress disorder. Unfortunately, the risks did not end there. Many also suffered from depression, anxiety, and sleep disturbances (Pappa et. al. 2020; a meta-analysis based on 13 studies with 33,000 participants in the first month of the pandemic).
Cognitive-behavioral therapy and behavior therapy, which guide clients away from maladaptive patterns of thinking and behaving, are effective treatments for many disorders, including depression, other mood disorders, and anxiety disorders. But they are not the only psychotherapy techniques that clinical psychologists use. Other popular options are psychodynamic therapy and interpersonal therapy, and therapies that combine cognitive–behavioral principles with mindfulness (such as ACT, see below). Another therapy type that is useful to know about is humanistic. The specific therapy used depends in large part on the individual therapist's training and preference. In an era of managed health care and limited dollars for mental health treatments, however, there is a growing effort to determine which therapies are really most effective in treating particular disorders. We will address that issue after describing psychodynamic therapy and interpersonal therapy, mindfulness-based therapies, and humanistic therapy.

Psychodynamic Therapy

Sigmund Freud's method of psychoanalysis is no longer much in use in its pure form (Module 19). It has been replaced for the most part by psychodynamic therapy. Although most modern psychodynamic therapists have rejected Freud's focus on childhood sexuality and his ideas about the role of sexual impulses in everyday life, they do still emphasize that adult maladjustment results from repressed conflicts. The goal of the psychodynamic therapist is to help the client uncover and resolve those conflicts.

The psychodynamic therapist often uses techniques designed to tap into the unconscious, such as free association or dream analysis. In free association, the client is encouraged to say whatever comes to mind. The therapist listens closely for clues that some conflict is lurking under the surface. For example, if the client begins to say something and then quickly changes the subject, the therapist might probe to try to discover if the client was avoiding an unconscious conflict. In addition, the therapist looks for evidence of transference, in which the client reveals unconscious conflicts from the past by transferring those feelings to the therapist. For example, if a client becomes very upset when the therapist slightly criticizes the way he handled a situation at work, it might be because old feelings toward a parent are being transferred to the therapist. Another common tool that some psychodynamic therapists use is projective tests, such as the Rorschach inkblot test. Proponents of these tests believe that aspects of people's personalities are revealed by the way they interpret the irregularly shaped “ink blots” (or other images) on a series of cards. Most research, however, has found that tests like the Rorschach have poor reliability (Garb, Florio, & Grove, 1998) (see sec 8.1).

In general, little research has been done on the effectiveness of psychodynamic therapies (Wolitzky, 1995). Therapists have had success at treating depression with an offshoot of psychodynamic therapy called interpersonal therapy. This therapy, shorter than traditional psychodynamic therapies (only twelve to sixteen sessions total), focuses on conflicts or problems in current relationships rather than in past ones (Weissman, 1999; Weissman & Markowitz, 2002).
psychodynamic therapy: a type of psychotherapy in which the therapist helps the client uncover and resolve hidden conflicts from the past

free association: a common technique used in psychodynamic therapy, it involves having a client say whatever comes to mind

interpersonal therapy: a modern offshoot of psychodynamic therapy that focuses on conflicts or problems in a client's current relationships

transference: in psychodynamic therapy, the process in which a client transfers feelings harbored about a person from the past to the therapist

projective test: a psychological test that is purported to reveal aspects of an individual's personality by the way he or she interprets some ambiguous stimulus

Mindfulness-Based Therapies

Mindfulness is a way to train an individual to focus awareness in such a way that troubling thoughts are observed almost as an outsider and without judgment. It is traditionally used in a mediation setting, and the principles of mindfulness (non-judging, non-reactivity, and observation, for example), have made it into several specific therapy techniques. For example, **Acceptance and Commitment Therapy** encourages clients to accept negative and troubling thoughts, and is used commonly to treat depression and anxiety disorders. **Mindfulness-Based Cognitive Therapy** explicitly combines ideas from cognitive therapy with mindfulness meditation and has strong support as a treatment for depression.

Acceptance and Commitment Therapy: encourages clients to accept negative and troubling thoughts

Mindfulness-Based Cognitive Therapy: a therapy that explicitly combines ideas from cognitive therapy with mindfulness meditation

Humanistic Therapy

Humanistic therapies start from the assumption that people have a basic orientation toward growth—that is, to reach their full potential. When they are maladjusted, it is because some barrier is preventing them from going in their natural direction. The therapist's main role is to help clients to find the ability to solve their problems within themselves.

The most well-known humanistic therapy, called client-centered therapy; was developed by psychologist Carl Rogers (1951). In **client-centered therapy**, the therapist uses three key tools in his or her role as a facilitator, someone who helps clients realize that they can, in fact, solve their own problems. The first is unconditional positive regard. The therapist listens and accepts what the client says without judging. Second, the therapist exhibits genuineness, sharing his or
her thoughts openly and honestly. Third, the therapist employs empathetic understanding. Throughout the therapy, a client-centered therapist uses **active listening**, a technique of restating, paraphrasing, and clarifying what is heard without judging it. Although few modern therapies identify with the humanistic label, many do make use of techniques like active listening.

---

**active listening**: a technique of restating, paraphrasing, and clarifying what is heard without judging it

**humanistic therapies**: a type of psychological therapy that assumes that people have a basic orientation toward growth; the therapist's main role is to help clients to find the ability to solve their problems within themselves

**client-centered therapy**: a humanistic therapy developed by Carl Rogers. It uses unconditional positive regard, genuineness, and empathetic understanding

---

**Can an App Provide Therapy?**

From 19th century psychoanalysis on Sigmund Freud's couch to the present, psychotherapy has been a face-to-face interaction with a human therapist and a human patient or group (although there is animal behavior therapy for dogs). Artificial intelligence, in which computer programs learn and perform complex tasks that used to be possible for humans only, has begun to make contributions to medical care, such as diagnosis. It seems at least possible that a computer program might be able to provide some of the benefits of psychotherapy as well.

You might be interested to know that one of the earliest famous demonstrations of artificial intelligence was a program called ELIZA. If you have an iPhone, ask Siri, “Who is ELIZA?” One of the answers Siri gives (there are a few different ones) is: “ELIZA is my good friend. She was a brilliant psychiatrist, but she's retired now.” ELIZA was a computer program developed by Joseph Weizenbaum around 1965. It was designed to mimic a humanistic therapist. In reality, ELIZA simply had a series of canned responses to keywords (for example, if you said something with the word “no,” ELIZA usually responded with “You are being a bit negative.” Even so, some observers believed that ELIZA was actually able to understand them, and reported some therapeutic benefit of talking to her (of course, “talking” meant typing). Even some practicing psychiatrists thought that ELIZA showed promise as an actual therapist (Weizenbaum, 1966; 1976)

Click here for a pretty good implementation of ELIZA (very low production value, though).

Were these 1960’s psychiatrists onto something? Can a computer program provide psychotherapy? Because computer-based, or smartphone app-based, therapy is quite new itself, you might realize that research into its effectiveness is just beginning to accumulate. For example, one group of researchers examined 555 different apps that are promoted in the treatment of PTSD (Sander et al. 2020). Only 69 followed principles from current therapy methods—most were based on CBT methods. Only one was evaluated in an experimental study. It was a small study, but it did show informal results (on outcomes such as adhering to treatment requirements, and usage of different elements of the program) similar to participants who received traditional CBT. So, in this case, the results showed that the apps have the potential to be an effective part of treatment, but we are still too early to know how effective.

The results are similar for other apps and other disorders, as well. Wang, Fagan, and Yu (2020) examined 28 apps for treating depression, and found only five that had research support. Again, studies tended to be small, and the results limited (for example, several studies showed immediate effects but did not do any follow-up assessments). Again, at this point, we would have to conclude that app-based therapy shows promise, but the evidence for their widespread adoption is not there yet.
Common Factors in Therapy

Although we have focused on the differences between therapies, the truth is they share a lot in common. And research has generally found only modest differences in effectiveness between different therapy styles (Cuijpers, et al., 2008). If you are interested, Division 12 of the American Psychological Association is devoted to Clinical Psychology. They offer a terrific resource of 86 different therapy-disorder combinations, and the level of research support for each. For example, Cognitive-Behavioral Therapy for Depression has strong research support; Psychoanalytic Treatment for Panic Disorder is listed as modest support/controversial.

At least 40 of the 86 are CBT or another cognitive- or behavioral-based therapy. They all have strong, or at least, modest research support. The number, 40, is also important, though, because it suggests that treatments based on cognitive and behavioral principles have been subjected to the most research. That is another point in favor of CBT, exposure therapies like systematic desensitization, and ACT. But again, the differences in effectiveness across therapies tends to be modest. One reason is probably that therapies, regardless of their specific orientation, often have important factors in common:

- Any successful therapy provides a client with a new way of looking at a previously unsolvable problem. One of the difficulties of solving real-world problems is that we get stuck representing or defining them incorrectly, a pattern of thinking called fixation (Module 7).
- Before beginning therapy, people commonly avoid their negative thoughts and emotions because of the distress they cause. As therapy clients, they will be forced to face those thoughts and emotions, and over time they can become less threatening. In essence, any therapy provides a desensitizing effect, working much like systematic desensitization does for anxiety (Garfield, 1992).
- Perhaps the most important shared factor across successful therapies is the trusting and caring relationship that develops between the therapist and client (Blatt et al. 1996; Teyber & McClure, 2000). Just as you may benefit most from advice when it is sincerely given by an individual whom you like, trust, and respect, therapy administered the same way tends to be effective.

It is likely that these shared factors will lead to a degree of success for very many competently administered therapies (Messer & Wampold, 2003; Wampold, 2001). However, we would caution you against relying on therapies that have not been demonstrated through research to be effective.

Debrief

- To what extent did your image of psychotherapy resemble psychodynamic or client-centered therapy? Why do you think these images are more common than those of cognitive-behavioral therapies?
- Which of the “shared factors” of therapy can you recognize in problem-solving or advising situations in your own life?
30. Module 30: Clinical Psychology: The House that Psychology Built

Remember and Understand

By reading and studying Module 30, you should be able to remember and describe:

- The relationships among the various subfields and topics in psychology
- The scientist-practitioner gap
- Evidence-based practice
- The dangers of letting untested therapies proliferate
- Relevant research results
- Clinical judgment versus statistical prediction
- Alternative therapies
- Self-help books

Each of the six units in this book ends with special module like this one. Each of the ending modules uses one of the subfields of psychology to explain and illustrate some principles about the way science works. Specifically:

- Unit 1 (Module 4) uses discussions, arguments, and debates among psychologists to illustrate the essential role that tension and conflict play in a scientific discipline.
- Unit 2 (Module 9) uses the story of how cognitive psychology supplanted behaviorism to illustrate the way scientific revolutions often occur in a discipline.
- Unit 3 (Module 14) uses the subdiscipline of biopsychology to show that scientific progress is not a smooth, unceasing process, that technological and methodological advances may lead to very rapid progress or to dead-ends and wrong turns.
- Unit 4 (Module 18) uses the development of developmental psychology as an example of the process through which individual researchers carve out a niche, "dividing and conquering" small portions of larger, agenda-setting theories.
- Unit 5 (Module 24) uses social psychology and personality psychology to illustrate how even a "basic research" sub-discipline can take on real-life problems.

In a way, this Unit 6 concluding module is a little bit backwards, as one of our goals here is to explain something about the organization of psychology itself, rather than to use the organization of psychology to explain some fact about the way science works. Specifically, we want you to understand the unique role that clinical psychology plays in the discipline.

Clinical Psychology and the House That Psychology Built

The different subfields of psychology—cognitive psychology, biopsychology, developmental psychology, social and personality psychology, clinical psychology, and so on—are not randomly situated within the field. Rather, they are related to one another, and these relationships reveal the way that the overall discipline is organized. You can think of
this organization as a little bit like building a house. We can build up a discipline of psychology brick by brick, floor by floor, subfield by subfield.

Suppose we are building a house of psychology. Let's think of the research methods on which the whole discipline of scientific psychology rests (Modules 1 and 2) as the foundation and biopsychology (Modules 10 and 11) as the bricks with which we will build the rest of house. All of the other subfields are built upon the foundation of research and out of the bricks of biopsychology. The basic scientific information about the way neurons generate and transmit signals, the electrical activity throughout the brain, the rest of the nervous system, and the endocrine system underlie everything else in the discipline. For example, every single section of this book could include a short description of action potentials and neural communication, focusing on the specific brain areas, neural networks, and neurotransmitters involved (as well as hormonal and evolutionary considerations). These details constitute a large part of what you might study if you were to take a full course in biopsychology.

Now let's think about the topics or subfields that would make up the first floor of the house of psychology. We would use the processes that function to get the outside world into the head, namely sensation and perception (Modules 12 and 13). These basic processes, similar to the biological underpinnings themselves, underlie nearly all of the rest of psychology.

The second floor, built on top of the first floor, incorporates most of the topics from the basic subfields, namely cognitive psychology, developmental psychology, social psychology, and personality psychology. To link the first floor and the second floor, we need some stairs, some processes that allow us to get from an inside-the-head representation of the outside world to higher-level processes that use that representation. The stairs are memory, learning, categorization, emotion, and motivation (Modules 5, 6, 7, and 20). These stairs are the basic units of thought and feeling. They provide the bridge between the straightforward reflection of the outside world in our heads and the complex ways that we manipulate, change, and use that reflection to plan, reason, solve problems, self-regulate, interact, and function in our world.

Our second floor, then, composed of the higher-order cognitive and social processes, builds on and uses the outputs of the “stairs.” Our second floor is filled with processes like problem solving, reasoning, critical thinking, attribution, and influence (nearly all of the topics not yet listed from Units 2 through 5). Think about problem solving, for example. A parent might be trying to solve the problem that his son is not enthusiastic about school. The son often complains about going and often exaggerates minor aches so that they seem like illnesses. The ideas contained in the problem (son, school, illness, enthusiasm, and so on) are concepts, the result of categorization and memory. The particular strategies that the parent might generate to solve the problem are manipulations or combinations of these and other concepts he has in memory. For example, he might try to take advantage of his son’s love of learning and try to persuade him that school can be fun. Because education is important to most parents, this problem is likely to lead to strong negative emotions, which are likely to influence the parent’s motivation to solve it.

That brings us to the third floor and the roof of the house, the helping side of psychology. Just as the second floor built on and used the outputs of the first floor, stairs, and foundation, the top of our house builds on and uses all of the underlying knowledge about psychology. For example, think about one of the most important topics in clinical psychology, the understanding and treatment of major depressive disorder. The discovery from biopsychology of the role of low levels of serotonin and faulty serotonin receptor sites in depression has led to the use of selective serotonin reuptake inhibitor antidepressants. The discovery that specific brain areas, such as the hippocampus and cingulate cortex, are especially important in depression sets the table for the development of drugs that are even more selective, ones that may someday be able to have pinpoint effects, increasing neural activity only in the faulty areas. Discoveries from cognition and learning (such as learned helplessness and negative thinking styles) have contributed immensely to our understanding of the psychological factors that contribute to depression, as well as to effective psychotherapeutic treatments for the disorders.

As you can probably tell, psychology needs all of its subfields and research methods. Just as you cannot remove any part of a real house without rendering it unrecognizable and unusable, you cannot get rid of any piece of our discipline and still have a recognizable and useful psychology.
The Scientist-Practitioner Gap

There is, unfortunately, a problem in the house of psychology, however, that we have not yet discussed. To borrow an idea from Module 4, there is tension in the discipline of psychology. Remember, some tension is useful; if there is too little, a discipline grows stale and uncreative. If there is too much, though, a discipline can suffer from avoidance of difficult issues or even, if things get bad enough, explosive conflict. We are at the point in psychology where there is definitely some avoidance going on. Observers have referred to the situation as the scientist-practitioner gap. Although there has always been tension between researchers and practitioners in psychology (similar to other fields where basic researchers and applied practitioners must co-exist), some worry that the current gap is substantial and getting larger (Psotis et al., 2015; Tavris, 2003).

On one side of the gap are some therapists who contend that academic, scientific psychology is of little use in their efforts to help people solve their psychological problems in the real world. These therapists reject the idea that the effectiveness of psychotherapy should be demonstrated through research. They contend that the process of therapy is too variable and fluid to expect that its effects can be measured (Carey, 2004). Some therapists feel strongly that psychotherapy is more of an art than a science.

On the other side of the gap are many academic and scientific researchers in psychology as well as a significant number of therapists and clinical psychologists. They insist that scientific psychology is intimately related to clinical psychology and that research is the only reasonable way to judge whether psychotherapy is effective. Note that, because some clinical psychologists also favor what has become known as evidence-based practice, which is the use of therapies that have been justified by research, this is not exactly a "scientist-practitioner gap."

We have to reveal a very strong bias in this controversy. We are firmly on the side of the academic, scientific, and clinical psychologists who favor the use of research as a foundation for therapy. We simply cannot understand why anyone would want to ignore everything we have learned from the basic science of behavior and mental processes in favor of a non-scientific version of psychological therapy. It seems to us that ignoring or rejecting the role of research and scientific psychology would be like disbanding the Food and Drug Administration, the government agency that is charged with ensuring that drugs are safe and effective treatments for disorders. To return to the house of psychology metaphor, it is as if some clinical psychologists believe that the roof and third floor should be floating in mid-air, completely separate from, unsupported by, and unrelated to the rest of the house.

The Rallying Cry of the Scientific Side: How Do You Know?

We think of some psychotherapy techniques, the ones not based on research, as a lot like advice. Advice is very unpredictable. Sometimes it is very good; for example, if you are a psychology undergraduate interested in going to graduate school, you might be advised to get involved in research (this is excellent advice). Sometimes it is not so good; many guidance counselors (and unfortunately, some well-known politicians) advise high school students that a psychology degree is a waste of time and money (if we may be so bold, we would like to suggest that this is dreadful
advice). Sometimes, the exact same advice that would be good for one person would be very poor for someone else. That is what many untested therapies can be like; think of them as hit or miss. Without independent evidence of the effectiveness of a therapy technique, “how do you know” whether it will be a hit or a miss? Even if the outcome is favorable, “how do you know” that it wouldn’t have turned out that way without the advice or that some other advice wouldn’t have made the outcome even more favorable? For example, maybe you can get into graduate school without getting involved in research, and perhaps there is some other activity that would have give you an even better chance.

The alternative to advice is knowledge based on research. Suppose you are depressed and someone tells you to eat five pieces of dark chocolate per day because “chocolate releases endorphins.” How do you know if that is good or poor advice? Well, basically, you need to take a couple of hundred depressed people and randomly assign half of them to eat chocolate and half to eat a placebo (fake chocolate, sounds delicious!). After six months, as long as both researchers and participants are not aware of whether they are in the experimental group (chocolate) or the control group (placebo), we could measure whether the chocolate group is less depressed than the placebo group. If the chocolate group is less depressed, we could have some confidence that eating chocolate is an effective treatment for depression.

No doubt, there are some excellent non-scientific therapists and some currently untested therapies that will turn out to be effective (Lilienfeld, Lynn, & Lohr, 2003). Again, however, without research, how do you know? Unfortunately, it is difficult to rely on the judgments of the effectiveness of therapy from the therapists themselves. They are as prone to reasoning errors, such as the availability heuristic and the confirmation bias, as any individual (Module 1). For example, because of the confirmation bias, therapists might be very likely to recall only the clients they treated successfully and forget about the clients who were not helped (the ones who came for two sessions and never returned). The availability heuristic might lead them to overestimate their rate of success. Paul Meehl (1993), a psychoanalyst who was perhaps the first to demonstrate the fallibility of clinical judgment, noted that earning a PhD does not automatically cure one of the misperceptions, memory distortions, and judgment biases that are common in all people. Similarly, you cannot use individual cases or testimonials. You cannot rely on clients’ memories and judgments, as they are just as prone to distortions and errors as anyone else. You cannot use “reasonableness.” Ideas that seem equally plausible can be on opposite ends of the “correctness spectrum.” What is it that makes the idea of judging one’s intelligence by the shape of the skull ridiculous and the idea of judging by one’s body-adjusted brain size a reasonable possibility? Research. We have research for psychotherapies so that we need not rely on the fallible memories or judgments of therapists or clients, on testimonials, or on plausibility arguments.

You have to realize that there is a real risk in letting untested therapies proliferate unchecked. If a scientific researcher has no regard at all for how her research could be applied, it may put the discipline of psychology at risk; the discipline may be in danger of becoming obscure and irrelevant (more likely, though, it is the researcher that will become obscure and irrelevant). On the other hand, the applied practitioner who ignores research puts people at risk. When psychotherapists choose ineffective therapies, they forfeit the opportunity to use treatments that would be effective. And we have unfortunately discovered that some therapeutic techniques are worse than ineffective; they are actually damaging. For example, therapies that rely on hypnosis to help recover repressed memories may actually contribute to the development of false memories (Lilienfield et al., 2003; Spanos, 1994). And there are still a significant number of practicing clinical psychologists who believe in the concept of repressed memories despite decades of research debunking the phenomenon (Patihils et al., 2015).

**What Research Has Shown Us**

Let us turn now to some of the results of research that speak to the effectiveness of specific therapies and diagnostic techniques. This small sample will work well to demonstrate how wrong we can be if we embrace clinical psychology that rejects research.
Clinical Judgment

For many years, it has been known that, as we suggested above, the intuitive judgments of clinicians can be wrong. Clinical psychologists often are called upon to predict people's behavior (is an individual at risk for suicide, is he a danger to society, and so on) or to make diagnoses or predict outcomes (for example, will an individual get better). When the judgments of clinicians are pitted against statistical predictions, the clinicians rarely come out on top. Even when very experienced clinicians are making the judgments, they often do not do well. And among the worst kinds of judgments are those that involve clinical interviews (Bonta et al., 1998; Meehl, 1954; Grove et al., 2000; Swets et al., 2000). Just talking to a client is not that good a way to figure out what is wrong or what is going to help the person.

As you might guess, different psychologists can disagree about the causes of a particular disorder. For example, a psychodynamic psychologist may believe that depression is caused by anger toward another person unconsciously directed toward the self, while a cognitively trained psychologist might believe that depression results from a pattern of self-defeating thinking. Whatever your preferred explanation is, it should not influence your decision about whether someone has the disorder, however. In other words, a therapist's diagnosis should not be affected by his or her theoretical orientation. But at least some of the time, it does. For example, one study demonstrated that clinicians were more likely to decide that a hypothetical patient suffered from a particular disorder if the symptom list included symptoms that were important for their own preferred theory rather than other, equally diagnostic symptoms (Kim & Ahn, 2002).

Alternative Therapies

Perhaps you were unimpressed with our "chocolate cures depression" example. Perhaps it seems a bit far-fetched that someone would propose something so preposterous. Well, a Google search for “alternative psychotherapy” returns many directories containing unscientific therapeutic techniques, including:

- Music and gong therapy
- Sand tray therapy (playing in a miniature sandbox)
- Primal therapy (re-experiencing and expressing childhood problems)
- Acupuncture
- Aromatherapy
- Bowen technique (apparently, the therapist, ahem, touches the client, through clothes of course)
- Homeopathy

And although you have to search a bit more, you can find information on therapy techniques based on:

- Astrology
- Enneagram (an ancient method of determining personality)
- Transformative dreamwork (a technique that reveals hidden meaning in our dreams, some of which are “sent” to us)
- Color therapy (the use of colors or colored light to correct imbalances)
- Voice therapy (retraining of the vocal cords to produce empowerment, liberation, and pleasure)
- Toning and chanting (vocalization of pure sounds, sometimes repetitively, to enter a higher state of consciousness and heal oneself physically, spiritually, and emotionally)
- Past-life therapy (a technique in which the therapist guides you to visit your past lives to heal old wounds and disturbing memories)
- Light therapy (the use of bright lights for 30 minutes per day to relieve symptoms of winter depression)
Oh, by the way, that last one, light therapy, is a little different from the others. We know that it works. Guess how we know. Right, research. Several experiments have demonstrated that people suffering from winter depression do indeed improve when exposed to light, compared to those given placebo treatments (Eastman, et al., 1998; Lewy, 1998; Terman et al., 1998; 2001). A recent meta-analysis even found that it is effective for both seasonal depression and non-seasonal depression (Geoffroy, et al. 2019).

The rest of the list, and dozens if not hundreds of additional alternative psychotherapy techniques, are available to cure nearly anything. At best they are untested; at worst, they have been demonstrated worthless by research. Occasionally, they are downright dangerous. In 2001, a 10-year old child in Colorado was suffocated by therapists during a rebirthing treatment, part of a larger therapy known as attachment therapy. Jean Mercer (2002) reported that there were no published studies using attachment therapy in a randomized, placebo-controlled design. Poor design and even statistical errors in the few studies that have been conducted have made for a very poor body of evidence in favor of attachment therapy. Mercer concluded from the evidence that the technique is not effective and is dangerous. The therapy is now illegal.

Oh, and about the depression-chocolate idea? It is suggested in the book Depression for Dummies (Smith & Elliot, 2003). There are exactly zero scientific journal articles in PsycInfo, the exhaustive listing of research in psychology, examining this link experimentally, although there was one study, a large survey, that showed a correlation between consumption of dark chocolate and reduced symptoms of depression (Jackson et al. 2019). We hope we do not have to remind you about correlation and causation. A second study, this time an experiment, did find that cocoa polyphenols (almost chocolate) did improve mood over a placebo in healthy individuals. But that is a far cry from treating clinically significant depressive symptoms. Incidentally, this study described itself as the first to provide experimental evidence of the ability of cocoa polyphenols to help regulate mood (Pase et al., 2013).

**Self-Help Books**

Many scientific psychologists lament the state of affairs in our local and online bookstores. One local store near us devotes more than three times the shelf space to self-help as to psychology. There are certainly excellent self-help books based on concepts and techniques that have been supported by research. Unfortunately, however, it seems that the very large majority are not based on psychological theory and research (Stanovich, 2004).

Making matters worse, very few research studies have examined the effectiveness of self-help books, even the ones that are based in psychological research and theory. For example, Gerald Rosen and his colleagues searched an entire decade and identified only fifteen such studies (Rosen et al, 2003). That is a pretty frightening state of affairs when you consider that if you type “self-help” into the search box at internet bookseller Amazon.com, it returns more than 100,000 results.

**Final Thoughts**

Scott Lilienfeld of Emory University was one of the chief proponents of evidence-based practice in psychology. He was the editor-in-chief of the journal, Clinical Psychological Science, and co-editor of the book Science and Pseudoscience in Clinical Psychology. Unfortunately, his life and career were cut short by pancreatic cancer at age 59 in 2020. He did leave behind an extraordinary body of work that helped us cut through the pseudoscience and identify treatments that have been demonstrated to be safe and effective. Always remember, the goal of the evidenced-based movement is not to reject all clinical psychology as quackery. It is to help us sort through the hundreds of possible therapeutic techniques, allowing us to direct our attention to the ones that are most likely to be effective because they have a body of research supporting them.

Our goal is a more effective psychology, of course, one that integrates the myriad research discoveries about human
behavior and mental processes with the goal to help people. We also believe that this close relationship between clinical practice and research will improve psychology's reputation. Keith Stanovich (2019) has referred to psychology as the Rodney Dangerfield of the sciences. (Rodney Dangerfield is the late comic who was famous for his signature line: "I don't get no respect.") One of the key reasons that Stanovich cites for this lack of respect is that the non-scientific, even the fringe wing of psychology is often the most visible.

Several years ago (some, more years than others!), the three of us decided to devote our professional lives to psychology. Looking back over our lives up until now, we would each have to say that it was one of our top five all-time decisions. The house of psychology is something that we are proud to be a part of. The whole discipline, complete with all of the basic and applied subfields, is the psychology that we know, love, and respect. That is the psychology that we want you to know, remember, and use.
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